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ABSTRACT
There is currently no tool that allows broadcasting teams to visu-
alize in-game events in Valorant. Unlike its competitor, Counter
Strike, Valorant supports no such feature that allows a software to
request information pertinent to Esports broadcasting. This paper
made a system to get information from Valorant by making use of
computer vision to parse frames and web servers to distribute it.
Previous systems were explored to serve as a foundation and to see
if any improvements can be made. A Convolutional Neural Network
and Optical Character Recognition engine were used to perform
Image Classification and text extraction, respectively. Although a
lot of information can be extracted, there exists data that is not
visually represented and cannot be extracted. Due to the nature
of the game being a fast-paced tactical shooter, there is a need for
the tool to be able to parse and deliver the data at a high speed.
The system was tested on its execution speed and its accuracy by
testing the individual modules and the system as a whole. After
collecting the needed metrics, it is found that the tool is accurate
and is able to return data at a near real-time speed.

KEYWORDS
Neural networks, web server, esports, broadcasting

1 INTRODUCTION
Esports tournaments are important to gaming culture. Kerttula has
said "Online streams and even some television shows create a spec-
tacular atmosphere around these tournaments and the best players
are now celebrities" [15]. These tournaments help grow the games
and communities they are a part of and entice new people to join
in the event. Events hosted by the game’s creators especially have
high showing. The PGL Major 2021 and the International 2021, a
Counter Strike: Global Offensive (CS:GO) tournament and a DOTA 2
tournament, respectively, both hosted by Valve had an average of
590 thousand and 850 thousand viewers, respectively [6, 7]. More re-
cently, the Valorant Champions Tour (VCT), a Valorant tournament
hosted by Riot Games, had an average of 460 thousand viewers [8].

While Valorant has grown from the VCT, the community has
also helped grow the player base through their own tournaments.
This includes different content creators and communities like Magu-
Cup and ValorantPH’s public games. AcadArena, an organization
for Campus Gaming and Esports Education in Southeast Asia [1],
hosted their tournament, the Alliance Games, which included Valo-
rant where the finals boasted 26 thousand views not including the
live audience [2].

With how young the game is, there are many features present
in other esports titles that are not present yet in the current game

itself. One such feature which this study focused on is a publicly
available method to get data on a currently active game. CSGO has
this feature called Game State Integration (GSI) which can expose
"all game state, and send an update notification as soon as the client
game state changes, to any local or remote HTTP POST endpoint
using JSON as the game state structure" [27]. Currently, Valorant
has no feature like this found on the official developer dashboard [9].
This feature is what powers other games’ broadcasting tools use
for their visualizations.

The goal of this study is to create a tool in order to address
not being able to access the needed data as well as elevate the
community’s broadcasts and production similar to other tools used
for other games to be similar to VCT. To fulfill this goal, the tool uses
computer vision, machine learning, and web development. Another
goal is to evaluate it to ensure that it is both accurate and has fast
execution speed because this would be used in an environment
where it is important to have both accurate and timely information.

To evaluate the tool, it must meet certain standards. One standard,
accuracy, comes from ISO 5725. This describes accuracy as the
combination of both precision and "trueness" [12]. This means that
to be accurate, the evaluation must be close to the actual value and
the spread of points must be close together. Another standard is that
events that happened in the game must reflect on the tool with little
delay. The Advanced Television Systems Committee (ATSC) has
established synchronization limits where the delay is 45±15ms [16].
Additionally, the concept of real-time is often associated with the
lack of delay and synchronization between two things. However,
the term real-time is not strictly defined. One paper has described
their tool, VisWiz as near real-time with the delay being less than 20
seconds [3] while another described real-time by stating how many
frames can be processed within a second or frames per second (FPS)
which in this case was between 24 and 60 FPS [14]. This is roughly
a delay between 16ms to 41ms.

2 REVIEW OF RELATED LITERATURE
Each game has its own way of giving information which include the
player’s state in the game, current standings, and other elements
specific to a certain game to spectators. For an in-game example,
DOTA 2 allows spectators of a game to access different statistics that
players in game have no access to. Other games, instead of having
this type of tool built into the game, allow getting information
about a current match outside the game. An example of this would
be CS:GO’s GSI Integration as this opens up a web server on a
computer currently running CS:GO and exposes “all game state,
and send an update notification as soon as the client game state
changes, to any local or remote HTTP POST endpoint using JSON
as the game state structure” [27].
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DOTA 2 provides different statistics that can be shown like net
worth, experience rate, and amount of last hits and denies. By
default, each option shows the raw numbers for each statistic but
can be transformed into a graph in order to make it easier to read
and find patterns. Most of these statistics and visualizations aren’t
available to the players playing. At most, the players only have the
statistics for their own team and selves’ kills, deaths, assists, and
current gold.

Production tools will be defined as tools that allow a broadcaster
to visualize something to show in broadcast automatically. These
tools make use of data in order to show a broadcast’s audience
pertinent data. For the case of esports, these tools visually display
a game’s current state at certain times or when the production
team deems it necessary. A popular tool that is used in the CS:GO
tournament scene is Lexogrine [17]. This tool takes in data, parses
it, and displays it depending on the event received from the GSI
server. The GSI server makes the data available for both teams;
however, a player will only have their team’s data available at any
time. The data for the other team is only updated during the start
of each round. The figure also shows some data that is not received
from the GSI server. These data include the team names and team
logos, where Lexogrine handles the state of each one.

Valorant has currently no way of getting this data for a normal
user, as there’s no in-game solution like DOTA 2 or an outside
solution like in CS:GO. This means that production tools for Valo-
rant are scarcely available. The reasons include a lack of an official
implementation, the age of Valorant, and the difficulty of real-time
data scraping itself. In order to build such a tool, there is a need to
take a look at other Production Tools, especially those relating to
Valorant. The lack of a production tool to assist those wanting to
broadcast their community’s games results in a big difference in
audience experience.

2.1 Similar Systems
The closest application to this study is the Lexogrine HUD Manager.
The backend for Lexogrine was written in JavaScript and used
node.js and express.js for the server [17]. Lexogrine also has a local
database using NeDB.js to store any local data [17]. This meant that
each broadcaster had to run their own instance of the Lexogrine
HUD Manager. The communication between the server and the
HUD is mainly via a notification that a change in data has occurred
via a websocket connection. This is followed by sending a GET
request to the server for the new data.

Another 2 projects that aim to create production tools despite Val-
orant’s lack of data are deepsidh9’s Live-Valorant-Overlay [5] and
tugamars’ AcheronObs [26]. Each project used a Python server that
used computer vision to extract data from the screen. Where each
project differed was in the frontend, as they use either a JavaScript
and HTML frontend or a Java frontend. It is of note that these 2
projects are no longer being maintained, as both projects have not
been updated in at least 2 years as of March 2023.

A common point for these two project’s backend is the use of a
web server in order to deliver the data to the frontend. This is very
similar to CS:GO’s GSI feature though it was not written whether
the developers used that as an inspiration for this backend. Both
projects use Python to create the backend though the framework for

the web server for each project differs. deepsidh9’s implementation
uses the Flask framework, while tugamars uses a newer framework,
FastAPI.

These projects have different methods in order to deliver the
data to the frontend. deepsidh9 implemented a web-socket using
Socket.io as the main method of sending data. This implementation
lets the backend control when the data gets sent. tugamars has a
different approach wherein the frontend sends a request which trig-
gers the image processing. This implementation lets the frontend
control when the data gets sent.

The backend for both these projects have the same role, getting
data from the current Valorant window, though each project has a
different way of doing it. Tugamars’ implementation uses another
program to capture Valorant in order to start the scraping process.
The program is called OBS, which is an open source software for
capturing screens and or windows and broadcasting to the inter-
net [23]. This method requires OBS to be less than version 28 as the
plugin used by tugamars is not compatible with the later versions.
deepsidh9 has a different approach as it uses the Windows API
library in Python in order to access the Valorant window itself.
After some experimentation, this method does not seem to work
for the current release of Valorant, as it is possible the way Valo-
rant renders its screen has changed. After capturing each frame,
the backend then parses it using computer vision via the OpenCV
Python library.

2.2 Computer Vision Implementation in the
Similar Systems

Each project goes about this process differently. deepsidh9’s im-
plementation was able to collect information such as a player’s
life status, shield type, primary weapon, and ultimate status, and
current game score and spike status [5]. tugamars’ implementation
has a shorter list with only being able to get spike status, player’s
hp value, and whether a player has their ultimate up or not [26].
The reason for this discrepancy is that the former was able to scrape
data from the scoreboard, while the latter had not implemented
that feature. Additionally, the latter’s implementation required the
observer to go to an area of the map where the screen has only one
color, black.

The advantage of this was the ability to get a numerical value
for the health of a player, as there is currently only one element
found on screen relating to the health value of a player. This el-
ement is a bar that decreases and reveals the background as the
value becomes smaller. Due to the element’s property of having a
transparent background, collecting hp data can become inaccurate
as the background could lead to the element looking like it is full
when in actuality it is not. The disadvantage for this method is the
computer scraping data cannot be used as an observer for the game,
as the only thing the computer will see using this method is just a
black background along with the in-game HUD. This would require
another computer to act as an observer in the game that will receive
data from the backend server. As deepsidh9’s implementation does
not use this method, only one computer would be needed in order
to fully utilize the whole production tool, at the cost of not being
able to get numerical values for HP.
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Another area where these projects differ is how each project
handles optical character recognition. deepsidh9 uses the python
library EasyOCR while tugamars uses Tesseract [5], [26]. According
to Liao’s experimentation, EasyOCR is more accurate when com-
pared to Tesseract when it comes to recognizing numbers, while
the latter is more accurate when it comes to recognizing alphabet
characters [18]. They also mention that Tesseract’s processing time
is faster compared to EasyOCR when it is done on a CPU [18].

Template matching is a technique absent from tugamars imple-
mentation and present in deepsidh9’s. They use this technique to
analyze and figure out what images represent. Specifically, they
use this in order to figure out each player’s character, armor type,
and primary weapon. This can be further optimized as the current
implementation loops through a set of templates for each character,
weapon, and armor types. In the worst case, it’s possible that the
correct template would be at the end of the loop, which makes the
system perform suboptimally. A notable use of template matching
was detecting if the scoreboard was visible on screen, as there’s
only one template that needs to be checked.

3 METHODOLOGY
3.1 Programming Language
In fulfillment of this study’s objectives, the researcher has outlined
the use of Javascript and Python as programming languages.

The choice of JavaScript is due to its prevalent use in web appli-
cations and is, as Crockford wrote, the “Language of the Web” [4].
The reason for the need of a browser-based application is that OBS
has a feature that allows for them to be integrated into the program.
This integration allows the use of transparent backgrounds and
elements for the frontend. While using chroma keys can achieve the
same transparent backgrounds and elements, this method requires
that a certain color is removed entirely from the UI. This would
prove not possible as there are numerous agents and may result in
an agent having transparent elements which would be distracting
from the game that this HUD is supposed to be enhancing. In using
this programming language, the application is able to communicate
with a server and is able to change different elements based on
what the application receives. This acts as the HUD that displays
data that it receives from the server.

The choice of Python is due to the programming language’s
different modules that includes different web development frame-
works [24] and computer vision and image processing tools from
OpenCV [20]. Web development frameworks were mentioned due
to how compatible they are with web applications. The compati-
bility comes from the server included in these web development
frameworks, which enables communication between the said server
and the web application as the client [19]. Computer vision is a
requirement as this is the main method in order to get data from
Valorant’s game screen due to the game’s unavailability of a method
to get current game state [9]. All in all, this allows getting data
from Valorant’s game screen and sending it to the HUD.

Python was also chosen in order to create the image classifi-
cation models. As mentioned previously, there are many libraries
and modules in the Python ecosystem, and the library that was
used to create an image classification model would be TensorFlow.
According to Johnson, TensorFlow is an open-source end-to-end

platform for creating Machine Learning applications and is focused
on training and inference of deep neural networks [13].

3.2 Image Classification Model Creation
There are currently two visual elements that showcase an image
in order to represent something. With this in mind, the researcher
would need to create two image classification models, one to identify
a player’s character and another to identify a player’s primary
weapon. Using TensorFlow, the models would be created using a
Convolutional Neural Networks (CNN). O’Shea and Nash wrote
that CNNs are mainly used for their pattern recognition in images
making them suitable to image focused tasks [21]. Another method
would use Template Matching similar to what previous projects
used but in Hmdaoy and Ahmed’s study comparing the two, they
have found that using a CNN was both faster and more accurate
compared to template matching [11]. CNNs commonly use 4 layers,
the input layer, the Convolutional Layer, the Pooling Layer, and the
Fully-connected Layer.

3.2.1 CNN Architecture. The Architecture of the CNN for creat-
ing the models would follow a common way to set it up. The most
common way of setting up the CNN Architecture is to set a Con-
volutional Layer followed by a Pooling Layer multiple times, then
following it up with Fully-connected Layers. The specific Architec-
ture for this thesis’ CNN would be as follows: an input layer, three
pairs of Convolutional Layer with rectified linear (ReLu) activation
and Pooling Layer, A Flatten Layer to transform the image to a 1
dimensional array, A Fully-connected Layer with ReLu activation,
and finally a Fully-connected Layer with softmax activation. In
order to prevent overfitting, a Dropout Layer with a rate of 20%
was added after the last Pooling Layer. Refer to Figure 1 for the
visualizations of each model.

The models are mostly similar with some differences. The con-
volution layers had a kernel size of 3x3 with "relu" activation. The
agent model had 16, 32, 16 filters while the weapon model had 16,
32, 64. Both models have the same pooling layers with a pool size
of 2x2. The second to last dense layer has 256 units for the agent
model while the weapon model had 128. Refer to Figure 2

3.2.2 Collection of Training Images. Before creating the CNN to
create the model, the training images would need to be created first.
The researcher first collected the display icons with transparent
backgrounds for each Valorant agent. Figure 3b shows an example
of a Valorant agent picture. The researcher then created a Python
script to put each image in a directory named for the Valorant agent
they represented. In each directory, the display icons were resized to
a 40 pixel by 40 pixel image, mirrored, and had different background
colors applied. The specific colors applied are as follows: #26493f,
#5a221f, #494834, #53755d, #9aa36f, #90a366, white, black, blue, red,
#307368, #5b2929, #285e54, #4a2323. After that, each image was
copied and then resized to a 30 pixel by 30 pixel image. The resizing
of pictures is done because there are visual elements that are these
sizes and was made to ensure the model has no problem interpreting
them regardless of size.

The collection of the training images for the weapon classifier
had a different methodology. A custom game with the scoreboard
in constant view was recorded in order to capture the different
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(a) Agent Model

(b) Weapon Model

Figure 1: Visualization of Models using visualkeras [10]

weapon icons. The recording contained footage of the researcher
traversing the map with the scoreboard in the center of the screen.
For consistency, the same route was done for all weapons. The game
was recorded in 1920x1080 resolution with 60 frames per second.
Using a Python script, frames from the recording were extracted
by getting every 6th frame and cropping the frame to only the cell
in the scoreboard that shows the primary weapon of the player.
Figure 3a shows an example screenshot. These images were saved
in a directory with the name of the weapon it is representing as the
name.

The dataset for the agent and weapon classifiers resulted in 5128
and 5648 images respectively. The dataset for the agent classifier
resulted in 20 classes with an average of 256 images per class. The
dataset for the weapon classifier resulted in 18 class with an average
of 300 images per class.

3.3 OCR System
The Python module and library ecosystem allows for convenient
installations for OCR. One of the previously used OCR Systems,

Name (type) Output Shape Param #
conv2d (Conv2D) (None, 38, 38, 16) 448
max_pooling2d (MaxPooling2D) (None, 19, 19, 16) 0
conv2d_1 (Conv2D) (None, 17, 17, 32) 4640
max_pooling2d_1 (MaxPooling2D) (None, 8, 8, 32) 0
conv2d_2 (Conv2D) (None, 6, 6, 16) 4624
max_pooling2d_2 (MaxPooling2D) (None, 3, 3, 16) 0
dropout (Dropout) (None, 3, 3, 16) 0
flatten (Flatten) (None, 144) 0
dense (Dense) (None, 256) 37120
dense_1 (Dense) (None, 20) 5140

(a) Agent Model Summary

Name (type) Output Shape Param #
conv2d (Conv2D) (None, 30, 118, 16) 448
max_pooling2d (MaxPooling2D) (None, 15, 59, 16) 0
conv2d_1 (Conv2D) (None, 13, 57, 32) 4640
max_pooling2d_1 (MaxPooling2D) (None, 6, 28, 32) 0
conv2d_2 (Conv2D) (None, 4, 26, 64) 18496
max_pooling2d_2 (MaxPooling2D) (None, 2, 13, 64) 0
dropout (Dropout) (None, 2, 13, 64) 0
flatten (Flatten) (None, 1664) 0
dense (Dense) (None, 128) 213120
dense_1 (Dense) (None, 18) 2322

(b) Weapon Model Summary

Figure 2: Model Summary

(a) Example Screenshot

(b) Example Agent

Figure 3: Example of Image Collection

Tesseract, has a different way to install it. This installation involves
downloading a separate binary to ensure the respective module
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works. To simplify the process, another OCR system would be
chosen on the basis that it is on par or better in terms of accuracy
and speed and has a more simple installation process.

The OCR Engine that was used for development is PaddleOCR
which can be installed via pip, the built-in way to install packages
in Python environments. It self-documents as a "practical ultra-
lightweight OCR system" with considerations with regard to the
balance of accuracy and speed [22]. The process for this system
includes first detecting texts and setting up the bounding boxes
and then performing text recognition on each of those boxes by
using Differentiable Binarization (DB) and Convolutional Recurrent
Neural Network (CRNN) [22].

Once the output has been generated from PaddleOCR, post-
processing is done to keep the output consistent for each column of
the scoreboard that uses OCR. The output also has any whitespace
stripped from the beginning and the end.

OCR would be used on every section of the scoreboard, except for
the agent portrait column, weapon column, and the ping column
on each row. For sections that only have numbers, any special
characters or letters are removed. One special case is the ultimate
status column of the scoreboard. Majority of the time, this column
only features numbers and a slash. Once a player’s ultimate is ready
to use, the scoreboard would show "READY" instead of the numbers.
The post-processing would make sure to turn the "READY" into a
number to keep things consistent. The number would be dependent
on each agent, as each agent has a different number of max ultimate
points.

3.4 Development Frameworks
To facilitate a more efficient development, frameworks would be
used for both the creation of the backend server and frontend ap-
plication. While a framework was used in creating the backend
server for the previous projects, there was none used for the fron-
tend application. tugamars and deepsidh9 has used FastAPI and
Flask respectively for their projects. Both of these are popular web
frameworks used to create web servers.

The chosen backend framework for this thesis would be FastAPI.
According to the benchmarks created by TechEmpower, FastAPI
has a higher performance score compared to Flask in terms of single
query and multiple queries [25]. This framework also automatically
creates interactive API documentation on the /docs and /redoc URLs.
Besides that, FastAPI also creates a schema using the OpenAPI
standard for creating APIs. This allows for easy testing of individual
modules and testing of the system as a whole.

The chosen frontend framework for this thesis would be NextJS.
NextJS is a web framework using the React UI library. By using this
framework, it is possible to create multiple pages as well as handle
different requests to the backend server in order to mutate any
data that is on the server as well as any internal data on the client.
This framework also allows faster development as the routes are
automatically generated from the file structure during development.

3.5 Testing
Once the product is complete, testing was done to determine the
tool’s performance compared to broadcasting real-time standards.
These broadcasting standards would follow what the ATSC has

established, where the synchronization limit delay should be in the
range of 45±15ms [16]. The other standards mentioned previously
would also be considered. Accuracy would determine the correct-
ness of the information being displayed. Execution time would refer
to the time it takes for the tool to parse data from the game and
display it.

To illustrate, examining Figure 3a would result in the following
data, which would be in a JSON format. The spike status would be
false. The team on the left would be defending and the team on
the right would be attacking with 1 and 0 players respectively. The
player has Neon as an agent with 0 kills, deaths, and assists, has
their ultimate ready to use, has 99,999 credits, and has the Sheriff
as their highest value weapon.

These tests were done in order to evaluate the different parts
of the tool in terms of accuracy and execution time. The accuracy
tests were done on the models, both OCR and CNN. The tool parses
two areas, the scoreboard and top bar, at the same time. The test
for execution time was done on these two parts of the tool as well
as the system as a whole.

4 RESULTS AND DISCUSSION
4.1 Accuracy

4.1.1 Agent Classification Model. The training data for this
model was first loaded into an image dataset. This was done using
the utility function "image_dataset_from_directory" method from
the keras module which also separates the images into a number of
batches. In that dataset, the images were then normalized to keep
the values between 0 and 1. The dataset was then split into training,
validation, and test datasets by splitting them into a ratio of 7:2:1.
This divided the 161 batches into 113 batches, 32 batches, and 16
batches for the training, validation, test datasets. This ratio allows
for the majority of the dataset to be used for training and validation.
This also allows means that some images are not used for training
or validation, which makes the testing more reliable as it is not
recognizing images that it already has seen before.

The model was then created using the architecture stated above.
The Convolutional Layers for this model had 16, 32, and 16 filters
respectively. Each of these layers had a kernel size of 3x3 with a
stride of 1 and had ReLu activation applied. The Pooling Layers had
a size of 2x2 which essentially results in the image being cut in half
after each layer. The Fully-connected Layers had 256 and 20 units
respectively, and when combined with the softmax activation allows
the model to give each class a confidence level. The model was
compiled with the adam optimizer and the categorical crossentropy
loss function. Finally, the model was trained for 20 epochs.

Figure 4 shows the loss and accuracy of each epoch of training.
The figure also shows that the training and validation lines con-
verge, which means that the resulting model does not suffer from
over fitting. Over fitting, in the context of machine learning models,
is when the model is good at identifying what it was trained on but
not on things that it has not seen.

The model was then evaluated using the test dataset. This was
done with the metrics for precision, recall, and binary accuracy.
Precision measures how often the model is correct every time it
predicts positive for a class. Recall measures how often the model
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(a) Accuracy over time

(b) Loss over time

Figure 4: Agent Classification Model Training and Validation
Metrics

predicts correct every time a class appears. Binary accuracy is a
measure on how often the model gets a prediction correct.

Below are the results for the agent classification model. All met-
rics are seen to be above 99% which means that the model is con-
sidered to be highly accurate.
• Precision=0.99553573
• Recall=0.99553573
• Binary Accuracy=0.99955356

4.1.2 WeaponClassificationModel. Similar to the previous model,
the training images were loaded into an image dataset. The images
were then normalized to be between 0 and 1. The dataset was also
split into training, validation, and test datasets with the same ratio
in the previous model. This divided the 177 batches into 125 batches
for training, 35 batches for validation, and 17 batches for testing.

The model was created using the architecture stated previously.
The Convolution Layers for this model had 16, 32, and 64 filters

(a) Accuracy over time

(b) Loss over time

Figure 5: Weapon Classification Model Training and Valida-
tion Metrics

respectively. The kernel size was 3x3 with a stride of 1 and had ReLu
activation applied. Pooling Layers are the same. This differed as
the Fully-connected Layers had 128 and 18 units respectively. The
model was compiled with the adam optimizer and the categorical
crossentropy loss function. Finally, the model was trained for 20
epochs.

Figure 5 are the loss and accuracy over each epoch of training.
The figure shows, similar to figure 4, the training and validation
lines converging. This means that the model also does not suffer
from over fitting.

The model was then evaluated using the test dataset. Like pre-
viously, the evaluation was done using the precision, recall, and
binary accuracy metrics. Below are the results for the weapon classi-
fication model. Similar to the previous model, these metrics indicate
greater than 99% which means this model can be considered to be
highly accurate.
• Precision=1.0
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Figure 6: PythonCode for BatchDistribution for K-fold Cross
Validation

K-fold Iteration Precision Recall Binary Accuracy
1 1.0000 1.0000 1.0000
2 1.0000 1.0000 1.0000
3 0.9871 0.9871 0.9902
4 0.9934 0.9934 0.9976
5 0.9959 0.9959 0.9995

Table 1: Accuracy Results after K-fold Cross Validation

• Recall=1.0
• Binary Accuracy=1.0

These results appeared unconventional which resulted in con-
ducting a k-fold cross-validation to scrutinize the robustness and
reliability of the findings. Having a 100% result on these metrics is
unrealistic and may suggest the model is unable to perform well
in a real-world scenario. This may also suggest that the model had
overfitted to the training set. This may not be the case as the the
graphs in Figure 5 show the training and validation lines don’t de-
viate greatly which indicate the model has not overfitted. The same
dataset that was used previously was used to do the cross validation.
The dataset had a total of 177 batches with 32 images in each batch.
The split of data was the same as before, except the training and
validation datasets were used for the cross-validation. Using 5 as
k, the model was trained 5 times using the k-fold cross-validation
method and the resulting model was tested against the test dataset.
The reason for k equal to 5 is it results to each fold equaling 20% of
the data which ensures each fold is large enough to capture mean-
ingful patterns in the data. Having k equal to 5 is also a common
choice when doing this methodology. The fold equaled 32 batches
which resulted in the training, validation, and test datasets to have
128, 32, and 17 batches respectively. Figure 6 shows the Python
code used to split the batches into the training, validation, and test
datasets. The data variable represents the dataset as a whole. The
variables train_size, val_size, and test_size were calculated via the
ratio presented previously.

Table 1 shows the results of testing the model after each k-fold it-
eration. The results imply that the initial results may have occurred
by chance. It can still be said that this model is highly accurate as,

Section Average (s) Minimum (s) Maximum (s)
Scoreboard 1.291314 1.252528 24.384231

Top Bar 0.000566 0.000909 0.001002
Table 2: Execution Time Results

on average, the model achieved an accuracy greater than 98% on
each iteration.

The initial results may have been caused by what the model is
being used for. Valorant weapon icons don’t change or have any
variability which is the case for icons in general. The model may
have learned this and achieved a high accuracy because of this. As
the weapons icons in Valorant don’t change or are obscured in any
way, the fact the model has learned this way should not be a cause
for concern and may have a positive influence when the model is
predicting on real life scenarios.

Additional tests may be able to further verify the model. Perform-
ing K-fold Cross Validation with K equal to different sizes may show
patterns that could validate or invalidate the model further. Aug-
mentations to the test dataset could be done to test the robustness
of the model.

4.1.3 OCR Accuracy. Getting the accuracy of the OCR was done
by using it on 100 different images, specifically cells from the score-
board, to tailor the results towards the use case of this study. The
test itself did not use PaddleOCR by itself. The test would use Pad-
dleOCR along with the post-processing done to the initial output.
Each cell was assigned an expected value which was the value of
the cell and was compared to what the OCR outputted.

Results show that the accuracy of the OCR was 99%. This means
that the result of the text parsing process the tool uses deviates
very little actual values found on the scoreboard. The inaccuracy
came from a cell that had a "4" which resulted in the initial output
treating it as a "b". For future works, it would be possible to gain
better accuracy by adjusting the post-processing to recognize this
edge case.

4.2 Execution Time
This metric represents how fast the software can update the data
to the latest point. There are two sections of the screen that house
all the data that can be collected, the scoreboard and the area at
the top of the screen which will be called the top bar for this study.
Each section was timed separately, since these sections would be
executed independently of each other. This means that updates to
the scoreboard happen without needing to wait for the top bar to
finish its process. To measure the execution time, both processes
are run 100 times with the first time excluded to get the average
execution time without the cold start. Table 2 shows the average
execution time as well as the minimum and maximum execution
time for each section.

The difference between execution times may be related to how
different the two sections are. The scoreboard is very text heavy
and unlike the scoreboard, the Top Bar does not use any optical
character recognition as there are no text-based elements in that
section. The Top Bar is also static which means it only needs to use
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the agent image recognition once while the scoreboard needs to
keep using it as positions change very often throughout the game.

Comparing the results to previous real-time standards, the av-
erage execution time of one part is outside some standards. The
scoreboard average execution time is outside the range defined by
ATSC of 45±15ms [16] or the delay established by Jung et al. [14].
This, however, is within range of the paper discussing VisWiz [3].

5 CONCLUSION
The results show that the system as a whole can be considered to be
highly accurate and updates at near real-time speed. The accuracy
of the image classification models created and the OCR engine used
were above 95% and can be considered to be accurate. The time to
execute for the system as a whole has updates under the limits set
by ATSC. Individually, the scoreboard module was not able to meet
the execution time standards.

This computer vision based system was implemented by using
and improving previous projects. The base of this system was a
Python web-server which received and sent data that held data
from the game. To collect the real-time information from the game,
computer vision was used. A CNN was used to recognize different
characters and weapons from the game and OCR was used to collect
textual data. The data came from the 2 sections, Top Bar and the
scoreboard, which updates the Python web-server independently
of each other. The created visuals come from the data sent by the
web-server.

There are a few points of improvement to consider. It was found
during the tests that while the system as a whole updates within the
standards set, the module handling the scoreboard fell behind. This
can be improved upon by updating the main store as soon as a row in
the scoreboard has been parsed. The way it was implemented in this
study was to batch process the entire scoreboard via pipelining and
then update the store once completed. The update function could
be done per row so that updates from the scoreboard happen faster.
It may also be possible to have each row be executed independently
of the others to update more often and the time between updates
would fall under the previously stated standards.
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ABSTRACT 

This paper predicted students’ performance on a Moodle course 

based on their forum interaction logs and the community of inquiry 

model. The research aimed to identify key attributes of students’ 

forum interactions, based on the community of inquiry model’s 

indicators of social presence, that can be used to create models that 

predict a student’s course performance. To conduct this study, the 

researchers used a methodology grounded in data mining which 

involved data collection, data preprocessing, training, and model 

evaluation. The researchers used tools and algorithms provided by 

the machine learning software WEKA in creating the model.  

Results of the study showed that all indicators of social presence 

are present among the forum discussion logs, with continuing a 

thread significantly affecting the final grade. However, this may 

have been influenced by the large volume of messages classified as 

continuing a thread in comparison to the other indicators. 

Generally, the indicators of social presence can predict whether the 

student will merit a final grade that is high grade and low grade to 

a limited extent. 
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1 INTRODUCTION 

Online learning  has seen a dramatic increase in the midst of the 

global COVID-19 pandemic [19]. Due to stay-at-home orders, 

educational institutions have shifted from face-to-face course 

delivery to distance learning. However, online learning is not new. 

In fact, the market for online learning and educational technologies 

has been steadily growing for the past 10 years [18, 19].  Among 

the many technologies and modes used in delivering online courses, 

learning management systems (LMS) are one of the most used. 

Massive open online courses and in-person universities have 

integrated the use of LMS in its courses which allows them to create 

and organize lessons and other materials used in class such as 

quizzes [20]. This study is focused on Moodle, an open-source 

LMS, that aims to provide educational institutions a single robust, 

secure, and integrated system [1]. 

Moodle hosts notable local universities such as Ateneo de Davao 

University, Mindanao State University - Iligan Institute of 

Technology, University of the Philippines – Baguio, University of 

the Philippines Open University, and Xavier University – Ateneo 

de Cagayan. These institutions combine or blend the use of Moodle 

and the traditional face-to-face classes for their approach to 

education. However, in response to the COVID 19 pandemic, the 

universities adapted to full online education, wherein face-to-face 

classes are substituted with synchronous and recorded video calls, 

and usual classroom activities are done on Moodle. Forums have 

also been used by instructors to stimulate discussion and 

collaboration in asynchronous learning where students and 
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instructors can initiate discussion threads and interact with one 

another.  

In the context of online education, the Community of Inquiry 

Model is important to understand the process required for effective 

learning by considering its three key elements: Teaching Presence, 

Social Presence, and Cognitive Presence. This model serves as a 

framework for text-based interactions and has been used in 

exploring forum logs generated by Learning Management Systems 

[4]. 

While numerous studies guided by the Community of Inquiry 

model have been conducted to investigate the relationship between 

LMS interaction logs and student performance, studies focusing on 

forum interaction logs and its relationship to student performance 

remain limited. This leaves the relationship between forum 

activities and course performance unclear. A better understanding 

of this relationship is needed to enhance the learning experience, 

especially in an online-learning environment. 

This study aims to investigate forum interaction logs and its 

relationship with student performance by using data mining 

techniques to find patterns from the collected data, create models 

to predict the students’ final grades, and analyze its results. 

Grounded by the studies of [4] and [8] which underlines the theory 

of Community of Inquiry and its key element, Social Presence, it is 

assumed that the interaction between the students manifests Social 

Presence. With these considerations, this study aims to answer the 

following research questions:  

1. What indicators of social presence are present among the 

forum discussion logs? 

2. Which indicators of social presence features from the 

forum discussion logs significantly affect the students’ 

final grade? 

3. To what extent is social presence in forum discussion logs 

a good predictor for students’ final grade? 

2 RELATED LITERATURE 

In this section, the researchers discussed topics relevant to ground 

the study. Aside from Educational Data Mining, and Mining LMS 

Data for Student Performance, this section focuses on studies that 

use interaction logs from LMSs in relation to student performance, 

and the use of Social Presence as a predictor. 

2.1 Mining Forum Interaction Logs for Student 

Performance 
There are several notable studies that focus on mining forum 

interaction logs. A study investigated the course forums of Shanghai 

Fudan University’s sociology program [7]. The forums studied 

included interactions and the contents of the posts between students 

and teacher’s assistants in relation to the performance of the students 

in the course. Results of the study showed that students who are 

more active in forum discussions tend to have higher grades. The 

researchers assumed that those who got higher grades have better 

learning attitudes whereas those who received lower marks did not 

have enough time in the course. 

2.2 Social Presence as a Predictor of Student 

Performance 

Social Presence is one of the three key elements of the Community 

of Inquiry Model. [4] explains that Community of Inquiry serves as 

a framework for educators in using text-based computer 

conferencing in delivering a successful higher educational 

experience to their students. What makes this model important is 

the fact that research shows that there is a relationship between the 

three key elements (Teaching Presence, Social Presence, and 

Cognitive Presence), and the students’ perceived learning, 

satisfaction with the course, satisfaction with the instructor, actual 

learning, and sense of belonging [3, 5, 13].  

Among the studies that associate social presence with students’ 

grades, and perhaps the one that is most similar to the current study 

is authored by [9]. Their study investigated the use of indicators of 

social presence as predictors of final grades of a Master’s level 

Computer Science online course. To determine the association 

between the indicators of social presence and the grades, 

descriptive statistics and multiple regression analysis were applied. 

Correlation analysis showed that continuing a thread, asking 

questions, complimenting, expressing appreciation and vocatives 

indicators were strongly positively correlated with the final grade, 

while the correlation with self-disclosure tends to be marginally 

significant. On the other hand, the results of multiple regression 

analysis showed that continuing a thread is positively associated, 

and complimenting, expressing appreciation is negatively 

correlated with grades.  

[22] emphasized the importance of Social Presence in Online 

Forums among Distance Learners. Their methodology involved 

manually reviewing and coding forum posts that contained 

indicators of social presence. Learners found that lack of 

engagement and participation among themselves, and this made 

them anxious about presenting their ideas. [14] found that a high 

degree of social presence affects learners’ perceived learning and 

increases their satisfaction in an online learning experience. 

Therefore, through a good sense of social presence it could bring 

the learners to a greater emotional satisfaction. 

A separate study [23] adapted a similar methodology as the one 

previously mentioned. This focused on exploring the relationship 

between learners’ social presence in MOOC forums and learners’ 

prestige with the use of automated content analysis and social 

network analysis. The study adopted the use of a revised framework 

for social presence [16] from the first proposed framework [4]. 

From 4,650 posts with an equivalent of 23,755 sentences, the 

researchers randomly chose 3,500 to manually code using the 

categories of social presence. Three researchers participated in the 

coding process with each coder being randomly assigned 1,200 

sentences to code. To ensure correctness in coding, the coders 

constantly compared codes until they reach an agreement rate of 

100%. This was then used to train and validate the text 

classification model. Results of the study showed that certain 

indicators of social presence have positive correlations with 

learners’ prestige such as asking questions, expressing gratitude, 
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self-disclosure, sharing resources and using vocative. One the other 

hand, disagreement/doubts/criticism and negative emotions had a 

negative correlation with learners’ prestige. 

Although there have been numerous studies that attempt to relate 

student performance to general interaction logs, only a few 

investigations made use of forum interaction logs against student 

performance. Even so, none of these studies have given a special 

focus to classifier algorithms to investigate student performance. 

3 METHODOLOGY 

The research design used by this study leans towards the direction 

of data mining (Figure 1). Thus, the following steps were adapted: 

data collection, preprocessing, feature engineering, training, and 

evaluation [15]. 

 

To provide a brief overview, firstly, data will be collected from the 

Moodle LMS. Then, data is prepared through preprocessing. The 

preprocessing phase starts with the data cleaning, manual 

classification of forum messages, and feature engineering. After 

that, the machine learning algorithm will use the data to produce 

models. Finally, the performance of the resulting models is 

evaluated through statistical methods. 

3.1 Data Collection 

The datasets were taken from a university learning management 

system implemented on Moodle. In terms of the selection of 

courses, a criteria was applied similar to a study conducted on 

Coursera MOOC [21] and as suggested by the study of [11]. This 

was done to ensure that there are enough data points from a course 

to conduct this study. The criteria were decided based on the 

indicators of social presence since these courses have an increased 

level of meaningful interactions between students [9]. Specifically, 

the selected courses must show the presence of the indicators of 

social through the forum discussion logs and have variations of the 

said indicators. 

The dataset includes data from six courses of the school year 2020 

- 2021. To avoid overfitting, the study selected courses with a 

distinct composition from the other selected course based on year 

level and program. Each course spans a quarter of the academic 

year which is approximately two months. Students in the dataset 

were anonymized. The datasets include the students’ grades, which 

reflect the breakdown of scores in activities and tests as well as the 

final grade in that course, forum discussion logs which show the 

contents and data submitted on discussion forums, and general 

interaction logs of the students in the course. 

Moodle has five forum types. This study used forum discussion 

logs regardless of the type of forum. 

3.2 Preprocessing 

Before the data can be processed, it must be prepared to match the 

requirements of the mining software. This includes converting the 

data into the desired format. The datasets were presented in an MS 

Excel spreadsheet and were converted into a file format recognized 

by WEKA. Specifically, the datasets were converted into single-

sheet xlsx format and uploaded to the mining software using 

extension packages found in WEKA. 

3.2.1 Manual Classification 

To distinguish the quality of the posts, the messages in discussion 

forums were classified into categories grounded in the open 

communication indicators of social presence [8]. Specifically, this 

study makes use of six categories that correspond to the indicators. 

Messages were coded or classified following the definitions of each 

category. It is worth noting that the posts or messages were 

manually classified by the researchers, similar to the studies of [6, 

9]. Each message was classified as a single unit, therefore the 

researchers took into consideration the general idea and intent of 

the message based on its content. 

Posts that fall into multiple categories were classified according to 

the value of the overall forum message. These will be ranked in the 

following order of precedence: 

1. Quoting from others’ messages,  

2. Referring explicitly to others’ messages,  

3. Asking questions,  

4. Expressing agreement. 

5. Complimenting, expressing appreciation, 

6. Continuing a thread 

Along with the order of precedence, to further minimize the 

subjectivity of the classification, each entry was cross validated 

among the researchers; the messages were carefully reread, and 

their classification was made sure to be correct at least three times. 

To do this, the forum discussion logs which contained the messages 

were divided into three sets of messages. Each set was evaluated 

and classified by three different researchers.  

Once all the forum discussion logs were classified, the researchers 

then checked the classification. If all evaluators gave the same 

classification for a message, then the message is classified 

 

Data Collection 

 Data Pre-processing 

Training 

Model Evaluation 

Figure 1. Research Design 
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according to the said classification. However, if there are 

differences or conflicts in classification, the evaluators will have to 

discuss the said message and come to a unanimous conclusion as to 

its final classification. 

3.2.2 Feature Engineering 

An important step of data preprocessing is the identification of 

variables from the datasets which will be mined. The variables, in 

this case, refer to spreadsheet columns. Therefore, the columns that 

contain data that are not relevant to the study were removed. From 

the data set, the columns that are relevant to the study are userid to 

uniquely identify the student, message which shows the content of 

the forum post, parent which distinguishes replies from discussion 

starters, wordcount of the message, and course total in percentage.  

Table 1. Features 

Features Description 

total_OCt Total number of forum posts 

classified as Continuing a thread 

total_wordcount_OCt Total number of words used in 

total_OCt 

total_OQ Total number of posts classified 

as quoting from others’ messages 

total_wordcount_OQ Total number of words used in 

total_OQ 

total_OR Total number of posts classified 

as referring explicitly to others’ 

messages 

total_wordcount_OR Total number of words used in 

total_OR 

total_OA Total number of forum post 

classified as asking questions 

total_wordcount_OA Total number of words used in 

total_OA 

total_OCa Total number of forum posts 

classified as complimenting, 

expressing appreciation 

total_wordcount_OCa Total number of words used in 

total_OCa 

total_OE Total number of forum posts 

classified as expressing 

agreement 

total_wordcount_OE Total number of replies received, 

including indirect replies 

replies_received Total number of words used in 

replies_received 

replies_wordcount Total number of characters used 

in replies_received 

replies_charcount Total number of times a thread 

was clicked and opened 

Disc_viewed Total number of times a course 

module (which may contain 

discussions/threads) was clicked 

and opened 

Module_viewed Total number of forum posts 

classified as Continuing a thread 

3.2.3 Analysis 

Analysis involves making use of the built-in tools of WEKA that 

can be specifically found in its the Experiment Environment. This 

automates the creation of statistical tests and the running of 

multiple learning schemes on the data sets. For instance, the test 

facility allows statistical significance test of different learning 

schemes. 

Further, Spearman’s Rank Correlation Coefficient and Point-

Biserial Correlation were used to understand the relationship 

between each of the different features found in Table 1 and the final 

grade. A correlational matrix was also used to show the relationship 

between the features. Histograms were used to show the 

distribution of the data between different features. 

3.3 Training 

The study used the mining tool WEKA to process the datasets. This 

tool was developed by the University of Waikato in New Zealand. 

It is a software that has a collection of machine learning algorithms 

and visualization tools that can be used for data mining. WEKA’s 

built-in Experiment Environment was used to run and train the 

prediction models.  

The data was processed using Naive Bayes and Logistic Regression 

classification algorithms. Classification algorithms are used to 

model data and its relationship to a certain result. The Naive Bayes 

classifier assumes that features are independent given a class, and 

was found to be widely used and effective in practice [14]. After 

evaluation of the results, Logistic Regression was used for the 

High-Low Grade classification. The algorithm Logistic Regression 

can be used by predicting binary outcomes such as the high-low 

grade classification.  

3.4 Model Evaluation 

To test the accuracy of the models, k-fold cross-validation was 

used. For this study, 10-folds cross-validation was used where 90% 

of the data points are trained and 10% are tested with over 10 

different runs. 

The results of the experiment made on WEKA are taken directly 

from the data mining software. To identify the attributes which 

have the greatest effect on final marks, the researchers used feature-

selection algorithms. Finally, to rank the attributes or features, the 

frequency of selection for each attribute as decided by each 

algorithm is recorded. Completion of this step will give a list of 

features sorted according to how much influence they have on the 

final course percentage. 

4 RESULTS AND FINDINGS 

Initially, data from 14 classes were released to the researchers. 

These were then filtered to reduce overfitting. An overfit could 

occur in this context when the same student is found in at least two 

sections or blocks. From this point onwards, a block (referred to as 

a class in normal circumstances) should be understood as a group 
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of students studying the same subject. Furthermore, two blocks 

may or may not study the same subject. 

Table 2. Summary of Forum Interaction Logs from 11 Blocks 

Summary Value 

Number of students 291 

Total Messages 1513 

Threads Started by Students 1304 

Threads Started by Teachers 37 

 

This filtering process reduced the number of blocks to 11, with an 

average of 26 students. Table 2 shows a general summary of the 

forum interaction logs from the final set of blocks. With 291 

students, most of the messages are thread-starters created by the 

students, while only an ample number are created by teachers. 

 
Figure 2.  Histogram of Letter Grades 

 

The quantity of the final grades is shown in Figure 2. As observed, 

most of the students have a letter grade of either A-, B, or B-. This 

creates an imbalance between the other letter grades which could 

mean that the algorithm will have fewer data points to learn from. 

 
Figure 3. Histogram of High-Low Grades 

 

To mitigate the imbalance, the researchers have decided to classify 

the students as having low grades or low performance and high 

grades or high performance. The median was used to determine 

how the data would be classified as high grade or low grade. With 

a median of 76.18, final grades of A, A-, and B were classified as 

high grade while final letter grades of B-, C, D, and F were 

classified as low grade. Figure 3 shows the histogram of the high 

and low grades classification. 

In the previous sections, the researchers posed three research 

questions for this study. The succeeding sections will discuss the 

findings of the study and answers to these questions. 

4.1 What indicators of social presence are present 

among the forum discussion logs? 

Manual classification showed all the indicators of social presence 

can be found among the forum discussion logs. Although complete, 

the frequency for each indicator is imbalanced. Table 3 lists each 

indicator according to its frequency as classified in the messages. 

Table 3. Message Classification 

Indicators of Open Communication Count 

Continuing a thread 1132 

Asking a question 241 

Expressing agreement 75 

Complimenting, expressing appreciation 48 

Referring explicitly to others’ messages 14 

Quoting from others’ messages 3 

 

This result is consistent with other studies, wherein, likewise in 

online forums, all the types of indicators of social presence under 

open communication can be found [9, 22]. 

The social presence category of open communication allows for 

reciprocal and respectful exchanges, especially the mutual 

awareness and recognition of others’ contributions [4]. Since tools 

that are integrated into these systems are designed to overcome the 

limitations of distance learning, social presence prevails naturally 

because it promotes and encourages such interaction [10]. 

The teacher’s module design in the LMS has a major influence on 

the students’ activity in the forums. For example, messages 

classified as continuing a thread are mostly responses to graded 

activities. Thus, the ranking of each indicator gives a good insight 

into how the teacher utilizes the LMS.  

However, it is best to take the interpretation with caution. 

Following the order of precedence during the manual classification 

of messages means that when it fails to be captured by the other 

indicators, the default classification will always be continuing a 

thread. With this thought, a convincing argument as to why there 

is an overwhelming number of messages classified as continuing a 

thread is because the latter can be broken down into finer 

subcategories of indicators, or simply because the correct 

classification does not exist in the set of indicators of social 

presence. 
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4.2 Which indicators of social presence features 

from the forum discussion logs significantly 

affect the students’ final grades? 

Although the study explored two ways of classifying student 

performance through letter grade classification and high-low grade 

classification, continuing a thread as an interaction and its word 

count were present in the feature selection results for both types of 

classification. This may have been influenced by the large volume 

of messages classified under this indicator. Moreover, the results of 

the analysis showed that continuing a thread, as an interaction and 

its word count, also has the highest correlation and a strong 

relationship with the class feature. However, these two features 

were determined as highly correlated which prompted the 

researchers to drop the feature for continuing a thread word count 

from the feature selection.  

Aside from continuing a thread, referring to others’ messages was 

also selected from the feature selection process as having a 

significant contribution to the model. However, it was only 

considered for the high-low grade classification and not the letter 

grade classification. This non-inclusion can be accredited to the 

limited range and variation of the data in this feature which can 

make it a challenge to distinguish for the 7-letter grade 

classification. Close inspection of the dataset shows that students 

with referring to others’ messages were classified as having A, A-

, or B letter grade or high grade for high-low classification. 

Notably, the word count for the indicator asking questions was 

included in the results of the feature selection. However, the total 

interaction of this indicator was not selected. This could indicate 

that, for instance, the actual number of questions asked does not 

matter, but rather the content of the question being asked. However, 

without a method for scoring the content of the message, it cannot 

be generalized that longer messages have more substantial content; 

only that longer messages are predictive of high performance.  

Similar studies have shown similar results for the indicators [5, 9, 

11, 22] and the correlation of word counts [12]. Other studies have 

reported on other indicators, such as asking questions, quoting 

others’ messages, and complimenting others, have better 

relationships with student performance [17]. The results of this 

dataset mainly highlight continuing a thread and asking questions 

word count as the indicator that can significantly affect the students' 

performance. Moreover, replies word count, and discussions 

viewed are also predictive of student performance. Referring to 

others’ messages can be considered predictive of the student 

performance; however, its significance diminishes as the number 

of classes increases. 

4.3 To what extent is social presence in forum 

discussion logs a good predictor for students’ 

final grades? 

Given the model evaluation results, the social presence of a student 

can be used as a predictor for students’ final grades to a limited 

extent. Between the two methods of grade classification, the model 

has a higher performance rate when predicting high grades vs low 

grades in comparison to the university marking system 

classification. This is proven by observing the increased model 

precision, recall, and accuracy when classification decisions are 

limited to only high and low seen in Table 4.  

Looking into the histogram of student final grades, a convincing 

explanation is that there exists an imbalance in the representation. 

This result is similar to [2]’s results where the model could not 

accurately predict 5 to 10-grade categories, but could accurately 

predict failing students from other classifications. 

Table 4. Summary of Evaluation Results 

Metric Letter 

Grades 

(Naive-

Bayes) 

High-Low 

(Naive-

Bayes) 

High-Low 

(Logistic 

Regression) 

Accuracy 29.21% 69.76% 69.42% 

Kappa 

Statistic 
.1733 .3988 .3899 

Precision .332 .731 .701 

Recall .292 .698 .694 

 

The resulting models of the 2-class datasets using both Naïve Bayes 

and logistic regression revealed that both models perform very 

similarly. This can be proven by observing the close metrics for its 

accuracy, kappa statistic, precision, and recall. Considering that 

both models perform unsatisfactorily at accurately predicting 

student performance, it further strengthens the previously 

mentioned remarks regarding the lack of variety in student forum 

post types to correctly classify high-low grades. 

In summary, the resulting models perform unsatisfactorily in 

predicting students' performance using forum interactions 

following the indicators of social presence, particularly for open 

communication. For the courses included in the dataset, 

participation in forum discussion counts toward the final grades. 

However, this comprises only a small portion of the final grade, so 

other factors might come into play. This includes how well the 

student performed in other activities, quizzes, and exams. In 

addition, the data imbalance for the letter grade classification limits 

the performance of the model as some classes only have limited 

data in comparison to others. From the results gathered, it may be 

sufficient to say that the social presence in forum discussion logs 

contributes as a predictor for final grade only to a limited extent of 

accuracy, but more data is needed for it to be counted as a reliable 

result. 

5 CONCLUSION 

Based on the results, data analysis, and model evaluation, the 

researchers reached three conclusions.  

First, all indicators of social presence for the open communication 

category are present among the forum discussion logs. Manual 

classification of the messages showed that all the indicators of 

social presence can be found among the forum discussion logs.  
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Subsequently, continuing a thread significantly affects the 

students’ final grade. Analysis on both the 7-class and 2-class 

features consistently showed that continuing a thread has a strong 

positive correlation with the students’ final grade. A possible 

explanation for this is that majority of the messages are classified 

to this indicator. It could be that messages that fall into this category 

are mostly responses to questions posted by instructors and are 

therefore graded.  

Finally, indicators of social presence can predict whether the 

student will merit a final grade that is above average or below 

average to a limited extent. Predicting the university-standard letter 

grades resulted in an upsetting prediction performance. However, 

predicting whether the student will merit a grade that is high (above 

the median) or low (below the median) resulted in a much better 

performance. 

In furthering the study conducted, the researchers recommend four 

avenues to explore: 

5.1 Wider Scope 

To provide a better model with increased performance, a larger 

dataset is essential to provide a more reliable result. Due to the 

manual classification nature of preprocessing the forum post type, 

the researchers were not able to work on a much larger scale to 

work around the time constraint. The researchers recommend 

exploring other programs and colleges to see if similar results can 

be obtained.  

The profile of the data used in this study has shown the large 

number of messages classified as continuing a thread which may 

have led to its correlation with student performance. The addition 

of more data may be able to balance the representation of different 

indicators with a more generalized audience. In turn, working with 

a bigger dataset can include more instances that may balance the 

distribution letter grades and may improve the model. 

5.2 Enhanced Preprocessing 

Machine Learning offers a wide variety of tools and techniques. To 

come up with different results, the researchers recommend 

exploring other methods particularly in the preprocessing stage 

such as incorporating natural language processing (NLP). The 

results of the study focused more on the statistical metrics of the 

forum messages. Use of NLP may be used to explore the semantics 

of forum messages and capture patterns not presented in this study. 

Future iterations of this study may also consider other factors or 

attributes (assignments, exams, time between posts, etc.) to a 

certain extent with a focus on forum logs, and other categorization 

methods. 

5.3 Exploring Methods 

Using different algorithms may affect the results of the study. The 

researchers recommend exploring other algorithms, especially 

more advanced algorithms, to see if the results are better. This may 

include not only classification but regression and clustering models 

as well. A combination of different algorithms is also worth 

exploring. Specifically, the researchers recommend the exploration 

of random trees and support vector machines (SVM) classifiers 

since both are also widely used in related studies. 

5.4 Include Other Categories of Social Presence 

This study limited the use of the indicators of social presence to the 

indicators under the open communication category. Use of the 

indicators under the categories interpersonal communication and 

cohesive communication may reveal more insight into the context 

of the messages posted by students. The researchers recommend 

including both categories in future studies to gain more 

understanding of the dataset. 
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ABSTRACT
Given a polynomial 𝑃 (𝑥) of degree 𝑛, namely the polynomial
𝑃 (𝑥) = 𝑐0𝑥𝑛 + 𝑐1𝑥𝑛−1 + 𝑐2𝑥𝑛−2 + · · · + 𝑐𝑛−1𝑥 + 𝑐𝑛 , where the co-
efficients 𝑐 𝑗 , 𝑗 = 0, 1, · · ·𝑛 are real, we want to numerically find a
quadratic factor 𝐾 (𝑥) = 𝑥2 + 𝑎𝑥 + 𝑏 of this polynomial. In order to
find zeroes of 𝑃 (𝑥), we just find a quadratic factor𝐾 (𝑥), and find the
zeroes of 𝐾 (𝑥) using the quadratic formula. Repeatedly factoring
out a quadratic gives all the zeroes of the polynomial 𝑃 (𝑥). Starting
with initial guesses for the coefficients𝑎 and𝑏, say the initial guesses
𝑎0 and 𝑏0, we use long division of 𝑃 (𝑥) by 𝐾0 (𝑥) = 𝑥2 + 𝑎0𝑥 + 𝑏0,
to obtain a quotient 𝑄 (𝑥) = 𝑞0𝑥𝑛−2 + 𝑞1𝑥𝑛−3 + · · · + 𝑞𝑛−2 and re-
mainder 𝑅(𝑥) = 𝑟0𝑥 + 𝑟1. If both 𝑟0 = 0 and 𝑟1 = 0, then 𝐾0 (𝑥) is
a quadratic factor of 𝑃 (𝑥), and we are done. Otherwise we look
for better choices for 𝑎 and 𝑏, using Newton’s method. The new
ideas presented in this paper are (1) the two-loop algorithm in
Section 5 for long division of a degree n polynomial 𝑃 (𝑥) by a
monic quadratic 𝐾 (𝑥), and (2) the recursive algorithm in Section 6
for computing the partial derivatives 𝜕𝑟0/𝜕𝑎, 𝜕𝑟0/𝜕𝑏, 𝜕𝑟1/𝜕𝑎 and
𝜕𝑟1/𝜕𝑏.

KEYWORDS
Polynomial, quadratic, Newton’s method

1 LONG DIVISION OF 𝑃 (𝑥) BY 𝐾 (𝑥)
Long division of the polynomial 𝑃 (𝑥) = 𝑐0𝑥𝑛 + 𝑐1𝑥𝑛−1 + 𝑐2𝑥𝑛−2 +
· · ·+𝑐𝑛−1𝑥+𝑐𝑛 by the quadratic𝐾 (𝑥) = 𝑥2+𝑎𝑥+𝑏 can be carried out
using the following long division scheme, shown in Section 2. In this
scheme, the quotient obtained is𝑄 (𝑥) = 𝑞0𝑥𝑛−2+𝑞1𝑥𝑛−3+· · ·+𝑞𝑛−2
and the remainder is 𝑅(𝑥) = 𝑟0𝑥 + 𝑟1, where 𝑟0 = 𝑞𝑛−1 = 𝑐𝑛−1 −
𝑏𝑞𝑛−3−𝑎𝑞𝑛−2 and 𝑟1 = 𝑞𝑛 = 𝑐𝑛−𝑏𝑞𝑛−2. The first row in this scheme
is the divisor 𝐾 (𝑥) = 𝑥2 + 𝑎𝑥 + 𝑏. The second row in this scheme
are the column headers, which are the powers of 𝑥 in decreasing
order from 𝑥𝑛 to 1. The third row are the coefficients 𝑞0, 𝑞1, 𝑞2,
· · · , 𝑞𝑛−2 of the quotient 𝑄 (𝑥), the coefficients only without the
powers of 𝑥 , which are in the column headers. The fourth row are
the coefficients of the dividend polynomial 𝑃 (𝑥), namely 𝑐0, 𝑐1, 𝑐2,
· · · , 𝑐𝑛 .
We obtain the fifth row by multiplying each of the terms of 𝐾 (𝑥) =
𝑥2 + 𝑎𝑥 + 𝑏 by 𝑞0 = 𝑐0, to get the results 𝑞0, 𝑎𝑞0, and 𝑏𝑞0, which
we put on the fifth row under the columns for 𝑥𝑛 , 𝑥𝑛−1, and 𝑥𝑛−2.
Fourth row minus fifth row gives the results 0, 𝑞1 = 𝑐1 − 𝑎𝑞0,
and 𝑐2 − 𝑏𝑞0, which we put in the sixth row. Then we multiply
𝐾 (𝑥) = 𝑥2 + 𝑎𝑥 + 𝑏 by 𝑞1 to get the results 𝑞1, 𝑎𝑞1, and 𝑏𝑞1 which
we put in the seventh row, under the columns for for 𝑥𝑛−1, 𝑥𝑛−2,
and 𝑥𝑛−3. Then we do sixth row minus seventh row and put the
results in the eight row, and so on. This is just the traditional long
division of 𝑃 (𝑥) by 𝐾 (𝑥).

The coefficients of the quotient polynomial obtained by this long
division are, in sequence,

𝑞0 = 𝑐0,

𝑞1 = 𝑐1 − 𝑎𝑞0,

𝑞2 = 𝑐2 − 𝑏𝑞0 − 𝑎𝑞1,

· · · ,
𝑞𝑛−2 = 𝑐𝑛−2 − 𝑏𝑞𝑛−4 − 𝑎𝑞𝑛−3

(1)

and the remainder is 𝑅(𝑥) = 𝑟0𝑥 + 𝑟1, where

𝑟0 = 𝑞𝑛−1 = 𝑐𝑛−1 − 𝑏𝑞𝑛−3 − 𝑎𝑞𝑛−2,

𝑟1 = 𝑞𝑛 = 𝑐𝑛 − 𝑏𝑞𝑛−2 .
(2)

2 LONG DIVISION SCHEMA
Long division of the degree 𝑛 polynomial 𝑃 (𝑥) = 𝑐0𝑥𝑛 + 𝑐1𝑥𝑛−1 +
𝑐2𝑥𝑛−2 + · · · +𝑐𝑛−1𝑥 +𝑐𝑛 by the quadratic factor 𝐾 (𝑥) = 𝑥2 +𝑎𝑥 +𝑏
is shown in Figure 1.

3 NEWTON’S METHOD OF COMPUTING 𝐾 (𝑥)
Starting with initial guesses for the coefficients 𝑎 and 𝑏 of 𝐾 (𝑥), say
the initial guesses𝑎0 and𝑏0, we use long division of 𝑃 (𝑥) by𝐾0 (𝑥) =
𝑥2+𝑎0𝑥+𝑏0, to obtain a quotient𝑄 (𝑥) = 𝑞0𝑥𝑛−2+𝑞1𝑥𝑛−3+· · ·+𝑞𝑛−2
and remainder 𝑅(𝑥) = 𝑟0𝑥 +𝑟1. If both 𝑟0 = 0 and 𝑟1 = 0, then𝐾0 (𝑥)
is a quadratic factor of 𝑃 (𝑥), and we are done. Otherwise we look
for better choices for 𝑎 and 𝑏, using the quadratically converging
Newton’s method. Note that both 𝑟0 and 𝑟1 are functions of 𝑎0 and
𝑏0, namely that 𝑟0 = 𝑓 (𝑎0, 𝑏0) and 𝑟1 = 𝑔(𝑎0, 𝑏0), where 𝑓 () and 𝑔()
are well-defined by the long division of 𝑃 (𝑥) by 𝐾0 (𝑥) in Section 1
and Section 2. Thus better guesses 𝑎1 and 𝑏1 can be obtained by
solving the system of two nonlinear equations 𝑓 (𝑎0, 𝑏0) = 0 and
𝑔(𝑎0, 𝑏0) = 0, by using the Newton’s method.

For notational convenience, when treating as variables we use
𝑎 and 𝑏, but when talking about specific values of 𝑎 and 𝑏, we use
the subscripted versions 𝑎0, 𝑏0, 𝑎1, and 𝑏1. We want the remainder
of long division to be zero. That is, we want to solve the system of
two nonlinear equations, namely

𝑟0 = 𝑓 (𝑎, 𝑏) = 0,
𝑟1 = 𝑔(𝑎, 𝑏) = 0.

Expand both functions 𝑓 () and 𝑔() by Taylor series around the
initial guess (𝑎0, 𝑏0) to get the infinite series expansions, namely

𝑓 (𝑎, 𝑏) = 𝑓 (𝑎0, 𝑏0) + 𝑓𝑎 (𝑎0, 𝑏0) (𝑎 − 𝑎0) + 𝑓𝑏 (𝑎0, 𝑏0) (𝑏 − 𝑏0) + · · ·
𝑔(𝑎, 𝑏) = 𝑔(𝑎0, 𝑏0) + 𝑔𝑎 (𝑎0, 𝑏0) (𝑎 − 𝑎0) + 𝑔𝑏 (𝑎0, 𝑏0) (𝑏 − 𝑏0) + · · ·

Here 𝑓𝑎 () = 𝜕𝑓 ()/𝜕𝑎, 𝑓𝑏 = 𝜕𝑓 ()/𝜕𝑏, 𝑔𝑎 () = 𝜕𝑔()/𝜕𝑎, and 𝑔𝑏 () =
𝜕𝑔()/𝜕𝑏. Using only the first three terms of each series as shown,
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𝑥2 + 𝑎𝑥 + 𝑏
xn xn−1 xn−2 xn−3 xn−4 · · · x 1

𝑞0 𝑞1 𝑞2 · · · 𝑞𝑛−3 𝑞𝑛−2
𝑐0 𝑐1 𝑐2 𝑐3 𝑐4 · · · 𝑐𝑛−1 𝑐𝑛
𝑞0 = 𝑐0 𝑎𝑞0 𝑏𝑞0
0 𝑞1 = 𝑐1 − 𝑎𝑞0 𝑐2 − 𝑏𝑞0

𝑞1 𝑎𝑞1 𝑏𝑞1
0 𝑞2 = 𝑐2 − 𝑏𝑞0 − 𝑎𝑞1 𝑐3 − 𝑏𝑞1

𝑞2 𝑎𝑞2 𝑏𝑞2
0 𝑞3 = 𝑐3 − 𝑏𝑞1 − 𝑎𝑞2 𝑐4 − 𝑏𝑞2

𝑞3 𝑎𝑞3 · · ·
0 𝑞4 = 𝑐4 − 𝑏𝑞2 − 𝑎𝑞3 · · ·

· · ·
· · · 𝑞𝑛−1 = 𝑐𝑛−1 − 𝑏𝑞𝑛−3 − 𝑎𝑞𝑛−2 𝑞𝑛 = 𝑐𝑛 − 𝑏𝑞𝑛−2

Figure 1: Long division of the degree 𝒏 polynomial 𝑷 (𝒙) = 𝒄0𝒙𝒏 + 𝒄1𝒙𝒏−1 + 𝒄2𝒙𝒏−2 + · · · + 𝒄𝒏−1𝒙 + 𝒄𝒏 by the quadratic factor
𝑲 (𝒙) = 𝒙2 + 𝒂𝒙 + 𝒃

by dropping the second and higher degree terms in (𝑎 − 𝑎0) and
(𝑏 − 𝑏0), and equating them to zero, we get

[
𝑓 (𝑎0, 𝑏0)
𝑔(𝑎0, 𝑏0)

]
+
[
𝑓𝑎 (𝑎0, 𝑏0) 𝑓𝑏 (𝑎0, 𝑏0)
𝑔𝑎 (𝑎0, 𝑏0) 𝑔𝑏 (𝑎0, 𝑏0)

]
·
[
𝑎 − 𝑎0
𝑏 − 𝑏0

]
=

[
0
0

]

By transposing the first matrix to the right hand side of the
equation, then multiplying both sides of the equation by the inverse
of the square matrix, we get the resulting equation

[
𝑎 − 𝑎0
𝑏 − 𝑏0

]
= −

[
𝑓𝑎 (𝑎0, 𝑏0) 𝑓𝑏 (𝑎0, 𝑏0)
𝑔𝑎 (𝑎0, 𝑏0) 𝑔𝑏 (𝑎0, 𝑏0)

]−1
·
[
𝑓 (𝑎0, 𝑏0)
𝑔(𝑎0, 𝑏0)

]

Carrying out the indicated matrix operations, and simplifying,
we get our desired solution for (𝑎, 𝑏), namely

𝑎 = 𝑎0 − 𝑓 (𝑎0, 𝑏0)𝑔𝑏 (𝑎0, 𝑏0) − 𝑔(𝑎0, 𝑏0) 𝑓𝑏 (𝑎0, 𝑏0)
𝐷

𝑏 = 𝑏0 − 𝑔(𝑎0, 𝑏0) 𝑓𝑎 (𝑎0, 𝑏0) − 𝑓 (𝑎0, 𝑏0)𝑔𝑎 (𝑎0, 𝑏0)
𝐷

𝐷 = 𝑓𝑎 (𝑎0, 𝑏0)𝑔𝑏 (𝑎0, 𝑏0) − 𝑔𝑎 (𝑎0, 𝑏0) 𝑓𝑏 (𝑎0, 𝑏0)

(3)

If the determinant𝐷 is nonzero, we are able to compute solutions
for new values of 𝑎 and 𝑏, using the above equations.

4 NEWTON’S METHOD
We summarize the Newton’s method for computing a monic qua-
dratic factor 𝐾 (𝑥) of polynomial 𝑃 (𝑥) as follows.

(1) We start with some initial guesses for the values of 𝑎 and 𝑏,
say our initial guesses are 𝑎0 = 1 and 𝑏0 = 2.

(2) Then we do long division of polynomial 𝑃 (𝑥) by the qua-
dratic 𝐾0 (𝑥) = 𝑥2 + 𝑎0𝑥 + 𝑏0, to get the quotient coefficients
𝑞0, 𝑞1, 𝑞2, · · · , 𝑞𝑛−2, and the remainder coefficients 𝑟0 and
𝑟1.

(3) If 𝑟0 = 0 and 𝑟1 = 0, then 𝐾0 (𝑥) is a quadratic factor of 𝑃 (𝑥)
and we stop computation.

(4) Otherwise, if either 𝑟0 or 𝑟1 is nonzero, we compute “better”
values of 𝑎 and 𝑏, using the Newton’s formulas in Equation 3
in Section 3 above to obtain new values 𝑎1 and 𝑏1. Then we
replace 𝑎0 and 𝑏0 by 𝑎1 and 𝑏1, and repeat the computation
from Step 2.

The Newton’s method is known to converge to the actual 𝑎 and
𝑏 values quadratically. That is, if the error of the current guess

is 𝜖 = max{|𝑎 − 𝑎0 |, |𝑏 − 𝑏0 |}, then the error of the next guess is
approximately 𝜖2. We shall observe this quadratic convergence in
the examples that will be given in Section 9.

5 COMPUTER CODE FOR DIVISION OF 𝑃 (𝑥)
BY 𝐾0(𝑥)

The following is a C program fragment for doing long division of
the degree 𝑛 polynomial 𝑃 (𝑥) by the monic quadratic 𝐾0 (𝑥), that
is explained in Section 1.
The inputs to the program are: (1) the coefficients 𝑐0, 𝑐1, 𝑐2, · · · ,
𝑐𝑛 of the dividend polynomial 𝑃 (𝑥), and (2) the coefficients 𝑎0 and
𝑏0 of the divisor polynomial 𝐾0 (𝑥). (3) DEG is the degree 𝑛 of the
polynomial 𝑃 (𝑥).
The outputs of the program are (1) the coefficients 𝑞0, 𝑞1, 𝑞2, · · · ,
𝑞𝑛−2 of the quotient 𝑄 (𝑥), and (2) the coefficients 𝑟0 = 𝑞𝑛−1 and
𝑟1 = 𝑞𝑛 of the remainder 𝑅(𝑥).
for(j = 0; j <= DEG; j++) q[j] = c[j];
for(j = 1; j < DEG; j++) {

q[j] = q[j] - (q[j-1] * a0);
q[j+1] = q[j+1] - (q[j-1] * b0);

}

In the first loop, we copy the coefficients c[j] to q[j] for 𝑗 from
0 to 𝑛. Here we copy c[0] to q[0].
In the second loop, we compute the quotient coefficients q[j] for 𝑗
from 1 to 𝑛 − 2 and remainder coefficients q[j] for 𝑗 from 𝑛 − 1 to
𝑛. In this second loop, we actually compute q[1]=c[1]-a0*q[0].
We then compute q[j]=c[j] -b0*q[j-2] -a0*q[j-1] for 𝑗 from
2 to 𝑛 − 1. Finally we compute q[n]=c[n] -b0*q[n-2].

6 COMPUTING 𝑓 () AND 𝑔() AND
DERIVATIVES

Consider the remainder 𝑅(𝑥) = 𝑟0𝑥 + 𝑟1 obtained when we do long
division of 𝑃 (𝑥) by the quadratic divisor 𝐾 (𝑥). The coefficient 𝑟0 is
a function of 𝑎 and 𝑏, since 𝑟0 = 𝑞𝑘 = 𝑐𝑘 − 𝑏𝑞𝑘−2 − 𝑎𝑞𝑘−1, where
𝑘 = 𝑛 − 1. Thus we can rewrite 𝑟0 as 𝑞𝑘 (𝑎, 𝑏) = 𝑓 (𝑘, 𝑎, 𝑏), where
𝑘 = 𝑛 − 1. Similarly the coefficient 𝑟1 is a function of 𝑎 and 𝑏, since
𝑟1 = 𝑞𝑘 = 𝑐𝑘 − 𝑏𝑞𝑘−2 where 𝑘 = 𝑛. Thus we can rewrite 𝑟1 as
𝑞𝑘 (𝑎, 𝑏) = 𝑔(𝑘, 𝑎, 𝑏), where 𝑘 = 𝑛.
Let us define a new function 𝐹 (𝑘, 𝑎, 𝑏) = 𝑞𝑘 , 𝑘 = 0, 1, 2, · · · , 𝑛. Thus
our functions 𝑓 () and 𝑔() and be defined as follows 𝑓 (𝑎, 𝑏) =
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𝐹 (𝑛 − 1, 𝑎, 𝑏) and 𝑔(𝑎, 𝑏) = 𝐹 (𝑛, 𝑎, 𝑏). From the computation in
Equation 1 and Equation 2 (in Section 1) of the coefficients 𝑞𝑘 , with
𝑘 = 0, 1, 2, · · · , 𝑛, we can define 𝐹 (𝑘, 𝑎, 𝑏) casewise as follows.

𝐹 (𝑘, 𝑎, 𝑏) =




𝑐0 𝑘 = 0
𝑐1 − 𝑐0𝑎 𝑘 = 1
𝑐𝑘 − 𝑎𝐹 (𝑘 − 1, 𝑎, 𝑏) − 𝑏𝐹 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 2, 3, · · · , 𝑛 − 1
𝑐𝑘 − 𝑏𝐹 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 𝑛

We can compute the partial derivatives 𝐹𝑎 () and 𝐹𝑏 () by differ-
entiating the above definitions. The partial derivative 𝐹𝑎 () and its
C program implementation long double dFa() are

𝐹𝑎 (𝑘, 𝑎, 𝑏) =




0 𝑘 = 0
−𝑐0 𝑘 = 1
−𝑎𝐹𝑎 (𝑘 − 1, 𝑎, 𝑏) − 𝐹 (𝑘 − 1, 𝑎, 𝑏)
−𝑏𝐹𝑎 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 2, 3, · · · , 𝑛 − 1

−𝑏𝐹𝑎 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 𝑛

long double dFa(int k)
{

if(k == 0) return 0.0;
if(k == 1) return -q[0];
if(k>=2 && k<DEG) return -a0*dFa(k-1)-q[k-1]-b0*dFa(k-2);
if(k == DEG) return -b0*dFa(k-2);

}

The partial derivative 𝐹𝑏 () and its C program implementation
long double dFb() are

𝐹𝑏 (𝑘, 𝑎, 𝑏) =




0 𝑘 = 0, 1
−𝑎𝐹𝑏 (𝑘 − 1, 𝑎, 𝑏) − 𝑏𝐹𝑏 (𝑘 − 2, 𝑎, 𝑏)
−𝐹 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 2, 3, · · · , 𝑛 − 1

−𝑏𝐹𝑏 (𝑘 − 2, 𝑎, 𝑏) − 𝐹 (𝑘 − 2, 𝑎, 𝑏) 𝑘 = 𝑛

long double dFb(int k)
{

if(k == 0 || k == 1) return 0.0;
if(k>=2 && k<DEG) return -a0*dFb(k-1)-b0*dFb(k-2)-q[k-2];
if(k == DEG) return -b0*dFb(k-2)-q[k-2];

}

The four partial derivatives 𝑓𝑎 (), 𝑓𝑏 (), 𝑔𝑎 (), 𝑔𝑏 () that we need
to solve Equation 3 are therefor:

𝑓𝑎 (𝑎, 𝑏) = 𝐹𝑎 (𝑛 − 1, 𝑎, 𝑏)
𝑓𝑏 (𝑎, 𝑏) = 𝐹𝑏 (𝑛 − 1, 𝑎, 𝑏)
𝑔𝑎 (𝑎, 𝑏) = 𝐹𝑎 (𝑛, 𝑎, 𝑏)
𝑔𝑏 (𝑎, 𝑏) = 𝐹𝑏 (𝑛, 𝑎, 𝑏)

7 IMPLEMENTATION OF NEWTON’S METHOD
Given the values of the coefficients 𝑐0, 𝑐1, 𝑐2, · · · , 𝑐𝑛 of the dividend
polynomial 𝑃 (𝑥), and the initial guesses 𝑎0 and𝑏0 of the coefficients
of the divisor polynomial 𝐾0 (𝑥), the following C code fragment
carries out Newton’s method iteratively, at most NTRIES number of
times, or until {𝑎0 ≠ 0 and | (𝑎1 − 𝑎0)/𝑎0 | < 𝜖 and 𝑏0 ≠ 0 and | (𝑏1 −
𝑏0)/𝑏0 | < 𝜖}, whichever comes first. The long division algorithm

is the one discussed in Section 5, and the partial derivatives are
recursively computed using the code in Section 6.
for(i = 1; i <= NTRIES; i++) {

// Long division algorithm
for(j = 0; j <= DEG; j++) q[j] = c[j];
for(j = 1; j < DEG; j++) {

q[j] = q[j] - (q[j-1] * a0);
q[j+1] = q[j+1] - (q[j-1] * b0);

}
// Remainder coefficients r[0] and r[1]
ff = q[DEG-1];
gg = q[DEG];
if(ff == 0.0 && gg == 0.0) break;
// The four partial derivatives
fa = dFa(DEG-1);
fb = dFb(DEG-1);
ga = dFa(DEG);
gb = dFb(DEG);
// Computing the determinant
dt = fa * gb - ga * fb;
if(ABS(dt) < ZERO) exit(1);
da = (ff * gb - gg * fb) / dt;
db = (gg * fa - ff * ga) / dt;
// Computing new values a1 and b1
a1 = a0 - da;
b1 = b0 - db;
if(a0 != 0.0 && ABS(da/a0) < EPS &&

b0 != 0.0 && ABS(db/b0) < EPS) break;
a0 = a1;
b0 = b1;

}

The source code of the complete C program qfactor.c is avail-
able by writing email to the author. The program contains input and
output so that it is a stand-alone program. It looks for one quadratic
factor, given initial values of 𝑎 and 𝑏, and after the quadratic factor
is found, computes the two roots of the quadratic.

8 USING QFACTOR.C PROGRAM
The program requires that the user enter the (𝑛+1) real coefficients
of the degree 𝑛 polynomial 𝑃 (𝑥) = 𝑐0𝑥𝑛 + 𝑐1𝑥𝑛−1 + 𝑐2𝑥𝑛−2 + · · · +
𝑐𝑛−1𝑥 + 𝑐𝑛 , and then enter the initial guess for the two coefficients
𝑎0 and 𝑏0 of the quadratic factor 𝐾 (𝑥) = 𝑥2 +𝑎0𝑥 +𝑏0. These values
can be entered using any of these formats: (1) integer like 23, -
57, or 0, (2) decimal number like -10.75, 0.0, or 52.5, (3) scientific
notation like -2.234e14 meaning −2.234 ·1014, or 76.34e-12, meaning
76.34 · 10−12, or (4) any mix of these formats.

Upon completing the entry of the coefficients of the polynomial
and the initial guess of the coefficients of the quadratic factor, the
program computes better and better guesses for the values of 𝑎 and
𝑏, until the values are correct to a predetermined accuracy (EPS,𝜖),
or until the maximum number of iterations (NTRIES) of Newton’s
method is reached, whichever comes first. Then the program stops
and prints (1) the degree (𝑛 − 2) quotient polynomial 𝑄 (𝑥), (2) the
quadratic factor 𝐾 (𝑥) that the Newton’s method found, and (3) the
two roots of this quadratic factor. At this point, the user can do one
of three procedures.
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Procedure 1. The user can stop.
Procedure 2. The user can enter a new set of starting values 𝑎0 and
𝑏0 in order to possibly find a new quadratic factor of the original
degree 𝑛 polynomial
Procedure 3. The user can stop the current program run, then run
the program again, but using as input the degree 𝑛 − 2 polynomial
printed out by the previous run, using copy-paste from the previ-
ous run to the new program run, so that there is no retyping of
coefficient values. Then we can continue this “collapsing” of degree
of the polynomial until we get all the roots.

9 SOLVED EXAMPLES
For the examples given here, we sometimes have to break a single
long line of computer output (printout) into two or more lines, so
that the entire line can be seen on the page. Other than that, we
made no modifications in the computer output.

9.1 Example from Rafiq [8]
Find a quadratic factor of the following degree four polynomial,
which is Example 3 in Rafiq [8]: 𝑃 (𝑥) = 1.9520 · 10−14𝑥4 − 9.5838 ·
10−11𝑥3 + 9.7215 · 10−8𝑥2 + 1.671 · 10−4𝑥 − 0.20597. When we
start with 𝑎0 = 100 and 𝑏0 = −100, we get the quadratic factor
𝑥2 + 163.940632𝑥 − 1452496.708774, with roots 1126.009751 and
−1289.950382, which are the same real roots found by Rafiq [8].
Enter degree of polynomial [>2]: 4
Enter 5 coeffs decr order: 1.952e-14 -9.5838e-11
9.7215e-08 0.0001671 -0.20597
Deg 4 poly entered: 1.952e-14 -9.5838e-11 9.7215e-08
0.0001671 -0.20597
Enter a b [0 0 to end]: 100 -100
Quad coeffs:
Iter 0: 100.0000000000000000 -100.0000000000000000
Iter 1: -204.3860830346749444 -1925019.3555461554128669
Iter 2: 411.0866081826201767 -1134217.9762273866740543
Iter 3: 210.0010925603964294 -1393117.1294690310264741
Iter 4: 165.9440620727080588 -1449912.9227901836666206
Iter 5: 163.9446382221588250 -1452491.5408436994840713
Iter 6: 163.9406316534402896 -1452496.7087531190807113
Iter 7: 163.9406316373749578 -1452496.7087738420658525
Iter 8: 163.9406316373749578 -1452496.7087738420659662
Deg 2 Quotient: 0.000000 -0.000000 0.000000
Quadratic factor: x^2 +163.940632x -1452496.708774
Roots are:1126.009751 and -1289.950382

When we start with 𝑎0 = −5000 and 𝑏0 = 6000000, we get the
quadratic factor 𝑥2 − 5073.674238𝑥 + 7264554.707450, with complex
roots 2536.837119 + 910.501037i and 2536.837119 − 910.501037i,
which are the same complex roots found by Rafiq [8].
Enter a b [0 0 to end]: -5000 6000000
Quad coeffs:
Iter 0: -5000.0000000000000000 6000000.0000000000000000
Iter 1: -4925.3135204350711991 6739960.3174731292501747
Iter 2: -5099.3963153108729891 7334285.4845929701623390
Iter 3: -5074.1386846732093225 7265539.2090234159468309
Iter 4: -5073.6743357811892570 7264554.7901784460523231
Iter 5: -5073.6742381947481726 7264554.7074500004719084
Iter 6: -5073.6742381947520069 7264554.7074500292092125

Deg 2 Quotient: 0.000000 0.000000 -0.000000
Quadratic factor: x^2 -5073.674238x +7264554.707450
Roots are:2536.837119+910.501037i and
2536.837119-910.501037i

9.2 Laguerre polynomials [12]
Find a quadratic factor of the fifth degree Laguerre polynomial
𝐿5 (𝑥) = (−𝑥5 + 25𝑥4 − 200𝑥3 + 600𝑥2 − 600𝑥 + 120)/120. For pur-
poses of finding quadratic factors, we can drop the factor 1/120
and multiply by −1 to get the simpler polynomial −120 · 𝐿5 (𝑥) =
𝑥5 − 25𝑥4 + 200𝑥3 − 600𝑥2 + 600𝑥 − 120. If we start with 𝑎0 = −1
and 𝑏0 = 1, the roots found are 1.413403 and 0.263560, which are
the same roots given by Salzer [11].
Enter degree of polynomial [>2]: 5
Enter 6 coeffs decr order: 1 -25 200 -600 600 -120
Deg 5 poly entered: 1 -25 200 -600 600 -120
Enter a b [0 0 to end]: -1 1
Quad coeffs:
Iter 0: -1.0000000000000000 1.0000000000000000
Iter 1: -1.4742143692395518 0.4460485972359056
Iter 2: -1.6512809504470201 0.3744097884444698
Iter 3: -1.6764817698291903 0.3724802596240043
Iter 4: -1.6769632072206185 0.3725169354173948
Iter 5: -1.6769633788246361 0.3725169621487077
Iter 6: -1.6769633788246577 0.3725169621487120
Deg 3 Quotient: 1.000000 -23.323037 160.515605
-322.132982
Quadratic factor: x^2 -1.676963x +0.372517
Roots are: 1.413403 and 0.263560

If we run the qfactor program again, giving the degree three quo-
tient above as input, namely the polynomial 1.000000𝑥3−23.323037𝑥2+
160.515605𝑥 − 322.132982, and if we start with 𝑎0 = −1 and 𝑏0 = 1,
the roots found are 7.085809 and 3.596426, which are the same roots
given by Salzer [11]. The remaining degree one quotient, namely
1.000000𝑥 − 12.640802, has root 12.640802.
Enter degree of polynomial [>2]: 3
Enter 4 coeffs decr order: 1.000000 -23.323037
160.515605 -322.132982
Deg 3 poly entered: 1 -23.323 160.516 -322.133
Enter a b [0 0 to end]: -1 1
Quad coeffs:
Iter 0: -1.0000000000000000 1.0000000000000000
Iter 1: -6.7919792691737646 14.6899797401748590
Iter 2: -9.4972166412802723 21.8904845703736939
Iter 3: -10.4967954382757727 24.8820133132670366
Iter 4: -10.6762176607512623 25.4632166840639728
Iter 5: -10.6822283676961523 25.4835643087874602
Iter 6: -10.6822350233573271 25.4835874017388127
Iter 7: -10.6822350233654133 25.4835874017672732
Iter 8: -10.6822350233654132 25.4835874017672732
Deg 1 Quotient: 1.000000 -12.640802
Quadratic factor: x^2 -10.682235x +25.483587
Roots are: 7.085809 and 3.596426

To summarize, the five roots of the Laguerre polynomial 𝐿5 (𝑥)
are 0.263560, 1.413403, 3.596426, 7.085809, and 12.640802, which
are the five roots given by Salzer [11].
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9.3 Legendre polynomials [13]
Find a quadratic factor of the eight degree Legendre polynomial
𝑃8 (𝑥) = (6435𝑥8 − 12012𝑥6 + 6930𝑥4 − 1260𝑥2 + 35)/128. This
polynomial is symmetric since 𝑃8 (−𝑥) = 𝑃8 (𝑥), and so we only
need to find the positive roots. For purposes of finding quadratic
factors, we can drop the factor 1/128. If we start with 𝑎0 = −1 and
𝑏0 = 1, the roots found are 0.525532 and 0.183435, which are the
same roots given by Lowan [5].
Enter degree of polynomial [>2]: 8
Enter 9 coeffs decr order: 6435 0 -12012 0 6930 0
-1260 0 35
Deg 8 poly entered: 6435 0 -12012 0 6930 0 -1260 0 35
Enter a b [0 0 to end]: -1 1
Quad coeffs:
Iter 0: -1.0000000000000000 1.0000000000000000
Iter 1: -0.9165466406754666 0.6862151332071878
Iter 2: -0.8481340483475369 0.4592487346715779
Iter 3: -0.7940460635972765 0.2991915280826729
Iter 4: -0.7537103360782697 0.1922807479153829
Iter 5: -0.7267567446934254 0.1292608837302444
Iter 6: -0.7128130963480143 0.1020724784389720
Iter 7: -0.7091617860047420 0.0966138318667571
Iter 8: -0.7089674431118241 0.0964011661958203
Iter 9: -0.7089670524130436 0.0964008497335634
Iter 10: -0.7089670524119788 0.0964008497328791
Iter 11: -0.7089670524119788 0.0964008497328791
Deg 6 Quotient: 6435.000000 4562.202982 -9397.887867
-7102.593104 2800.459878 2670.129796 363.067339
Quadratic factor: x^2 -0.708967x +0.096401
Roots are:0.525532 and 0.183435

If we start with 𝑎0 = −1 and 𝑏0 = 0, the roots found are 0.960290
and 0.796666, which are the same roots given by Lowan [5].
Enter a b [0 0 to end]: -1 0
Quad coeffs:
Iter 0: -1.0000000000000000 0.0000000000000000
Iter 1: -1.3479941413924910 0.3763440860215054
Iter 2: -1.9508272202635273 0.9464537929883982
Iter 3: -1.8603954658225640 0.8624518647859902
Iter 4: -1.7996517864098767 0.8055078706089895
Iter 5: -1.7674303038954489 0.7750142253360990
Iter 6: -1.7577791385829587 0.7658177616274100
Iter 7: -1.7569619157828724 0.7650360866802702
Iter 8: -1.7569563341699185 0.7650307375201544
Iter 9: -1.7569563339111630 0.7650307372719293
Iter 10: -1.7569563339111630 0.7650307372719293
Deg 6 Quotient: 6435.000000 11306.014009 2929.200130
-3502.971512 -1465.496120 105.068188 45.749796
Quadratic factor: x^2 -1.756956x +0.765031
Roots are:0.960290 and 0.796666

By symmetry of the Legendre polynomial, the eight roots are
therefore ±0.183435, ±0.525532, ±0.796666, and ±0.960290.

9.4 Constant B3 of Bifurcation Theory [6]
“B3 is the third bifurcation point of the logistic map 𝑥𝑘+1 = 𝑟𝑥𝑘 (1−
𝑥𝑘 ), which exhibits period doubling shortly before the onset of

chaos. Computations using a predecessor algorithm to PSLQ found
that B3 is a root of the polynomial, 0 = 4913 + 2108𝑡2 − 604𝑡3 −
977𝑡4 + 8𝑡5 + 44𝑡6 + 392𝑡7 − 193𝑡8 − 40𝑡9 + 48𝑡10 − 12𝑡11 + 𝑡12”. if
we start with 𝑎0 = −1 and 𝑏0 = 1, the roots found are 3.960769 and
3.544090, and 3.544090 is the same root given in MathOverflow [6].
Enter degree of polynomial [>2]: 12
Enter 13 coeffs decr order: 1 -12 48 -40 -193 392 44
8 -977 -604 2108 0 4913
Deg 12 poly entered: 1 -12 48 -40 -193 392 44 8 -977
-604 2108 0 4913
Enter a b [0 0 to end]: -1 1
Quad coeffs:
Iter 0: -1.0000000000000000 1.0000000000000000
Iter 1: 0.9604192460035566 -0.7738861558109435
Iter 2: -6.0041965546515304 -11.2421615740261158
Iter 3: -5.4731756863249682 -10.4464404566472117
Iter 4: -4.9946061671995209 -9.7292755261615639
Iter 5: -4.5643126702724995 -9.0843440289446050
Iter 6: -4.1786778608638634 -8.5060436004679316
Iter 7: -3.8347000133191092 -7.9893710690607148
Iter 8: -3.5301517678797782 -7.5295554740640297
Iter 9: -3.2640087644562776 -7.1207867148359447
...
Iter 41: -7.5048590119585681 14.0373219974098523
Deg 10 Quotient: 1.000000 -4.495141 0.227279 24.805436
-10.029086 -31.468765 -51.387132 64.084002 225.279118
187.120245 349.995533
Quadratic Factor: x^2 -7.504859x +14.037322
Roots are: 3.960769 and 3.544090

10 PROGRAM LIMITATIONS
The C program presented here uses the data type long double
for all floating point computations. The number of decimal digits
of precision of long double depends on the hardware and the
C compiler used. In this paper, we used an Intel x86_64 and gcc-
11.4.0, which provide 17-18 digits of precision. For problems where
coefficients of the polynomial exceed 18 digits, the C program given
here is not the right tool. Instead, the algorithms given here should
be implemented using the GNU MultiPrecision (GMP) library.

11 CONCLUSION
This paper derives the mathematical formulas for numerically com-
puting a quadratic factor𝐾 (𝑥) = 𝑥2+𝑎𝑥+𝑏 of a degree𝑛 polynomial
𝑃 (𝑥) = 𝑐0𝑥𝑛 + 𝑐1𝑥𝑛−1 + 𝑐2𝑥𝑛−2 + · · · + 𝑐𝑛−1𝑥 + 𝑐𝑛 using New-
ton"s Method. It also provides a C program implementation of this
method. The author believes that the C program implementation of
the computation of the quotient𝑄 (𝑥) = 𝑞0𝑥𝑛−2+𝑞1𝑥𝑛−3+· · ·+𝑞𝑛−2
and the remainder is 𝑅(𝑥) = 𝑟0𝑥 + 𝑟1 is new, although the Division
Algorithm is quite old and well known, the particular C program
implementation in this paper is new. In particular, the C program
implementation of the recursive evaluation of the partial derivatives
𝜕𝑟0/𝜕𝑎, 𝜕𝑟0/𝜕𝑏, 𝜕𝑟1/𝜕𝑎 and 𝜕𝑟1/𝜕𝑏 is new.
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ABSTRACT
This study investigates communication dynamics within the popu-
lar multiplayer game Valorant, particularly focusing on the chal-
lenges posed by toxic conversations despite its potential for fos-
tering connections, especially during the pandemic when enter-
tainment serves as a form of leisure. To address this issue, we
propose a novel multi-task learning architecture that integrates
Bi-LSTM (Bidirectional Long-Short Term Memory network) and
BERT (Bidirectional Encoder Representations from Transformers)
models. This architecture was chosen for its superior performance
classification problem and a BERT pre-trained model which can
provide additional features as a backbone of the model.

Experimentally, our classifier achieves an accuracy of 91.81 per-
cent in toxicity prediction and 86.74 percent in emotion prediction,
shedding light on prevalent emotions such as anger and instances of
cyberbullying. The insights garnered from these results hold the po-
tential to cultivate healthier gaming communities. We introduce the
ChattyTicket API for chat text evaluation, alongside a web applica-
tion that has garnered positive user feedback, featuring its usability
and interactivity. Continuous revisions guided by constructive crit-
icism, are aimed at enhancing the platform and improving user
experience. These revisions address challenges such as discerning
sarcasm and fostering a more positive gaming environment.

KEYWORDS
Toxicity, emotion, Bi-LSTM, BERT backbone, toxicity classifica-
tion, emotion classification, multi-task learning architecture, deep
learning, game chat analysis

1 INTRODUCTION
Amidst the pandemic, individuals sought solace in their homes,
turning to various forms of entertainment, including video games,
which became a significant leisure activity, especially among the
youth. In a time marked by social isolation, multiplayer games
like Valorant emerged as a refuge, offering a platform for forging
connections, shared experiences, and camaraderie. The interac-
tive nature and immersive storytelling of these games not only
entertain but also serve as therapeutic outlets, contributing to their
widespread appeal as means of social interaction during the pan-
demic [11, 12, 19].

Valorant, a prominent first-person shooter game, gained traction
during this period, emphasizing the crucial role of effective commu-
nication in its team-based gameplay. While features like text and
voice chat enrich the gaming experience by facilitating strategic

collaboration, the competitive and anonymous nature of these plat-
forms often leads to toxic interactions among players. This toxicity,
characterized by verbal abuse, harassment, and bullying, has been
pervasive, affecting not only the gaming experience but also the
mental well-being of players [1, 10, 14, 22, 26].

Communication in chat, whether through text or voice, often
carries with it a range of emotions. In competitive games like Valo-
rant, players frequently express their reactions to their teammates,
which can manifest as anger, sadness, happiness, disgust, or fear,
depending on the circumstances. These reactions can significantly
impact the outcome of the game, either positively or negatively as
they can influence the emotional state of others. As Davidson et al
(1994) [6] noted, universal emotions are characterized by distinct
signals, physiologies, and timelines, with variations in onset, dura-
tion, and decline. Typically, emotions do not endure beyond an hour,
and if they persist for an extended period without interruption, they
are more likely to be classified as a mood [6]. This understanding
allows researchers to examine the emotional content of text and its
effect on gameplay, providing insights into player experience.

The prevalence of gaming toxicity has spurred researchers to ex-
plore deep learning algorithms, such as Bi-LSTM, for analyzing the
emotional and toxic content of in-game chat. Studies have shown
promising results, with algorithms like Bi-LSTM demonstrating
high accuracy in detecting abusive or toxic language having a high
classification accuracy compared to other existing cyberbullying
detection algorithms. Bi-LSTM is to detect abusive or toxic content
in any messaging application. [18] By employing multi-task learn-
ing architectures, researchers aim to further enhance performance
and provide developers and community managers with effective
tools to identify and mitigate toxic behavior within online gaming
communities.

This study employs the Bi-LSTM deep learning algorithm to
classify emotion and toxicity in Valorant text chat, aiming to en-
hance the gaming experience for all players. The research focuses
on developing web applications to gather data, aiming to improve
the online gaming experience by identifying emotions and tackling
toxic behavior in text chat. It introduces ChattyTicket, a system that
utilizes a Bi-LSTM algorithm for classifying emotion and toxicity
in Valorant chats, aiming to improve the gaming experience.

The research targets players within the South-East Asia server,
the desired population sample comprises one thousand Valorant
players from this region. The dataset gathered only comprises of
Valorant text chat logs, it excludes communication forms beyond
text chat like voice chat and external messaging platforms.
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The study’s findings are anticipated to benefit the Valorant com-
munity by offering insights into common toxic language and preva-
lent emotions during gameplay. Additionally, developers can utilize
the data to refine in-game censorship mechanisms and possibly
initiate warning and banning systems to filter out the players who
are toxic. Future researchers can explore alternative algorithms for
improved accuracy in toxicity detection and emotion classification.
Leveraging the Bi-LSTM algorithm, developers can create practical
applications for monitoring and managing in-game communication,
enhancing player experience, and promoting a healthier gaming
community.

2 RELATEDWORKS
Online gaming has witnessed a surge in popularity during the
pandemic, facilitating interactions and shared experiences among
millions worldwide. However, this rise has coincided with an in-
crease in toxic behavior, including harassment and hate speech,
posing challenges to players’ mental well-being [4]. Shen et al.
(2020) suggest that toxic behavior in online games is often ratio-
nalized and perpetuated by players, with exposure in prior games
increasing the likelihood of future toxic acts, particularly among
experienced players [25]. Tyler (2020) notes that certain compet-
itive games like Counter-Strike: Global Offensive and League of
Legends are particularly prone to toxicity, with varying degrees of
enforcement and consequences for toxic behavior. To address this
issue, there is a need for effective toxicity detection models, such
as the one proposed by the researchers in this study [10, 20, 21].

Asgher et al. (2022) highlight the challenge of accurately analyz-
ing text emotions and propose a Deep Learning approach, specifi-
cally Bi-LSTM, for improved emotion detection. Their study focuses
on enhancing emotion classification accuracy, albeit with limita-
tions regarding word embedding and language scope [2]. Lee et al.
(2023) suggests the use of transformer transfer learning for emotion
annotation, offering a faster alternative to manual annotation, albeit
with potential limitations in capturing subtle social emotions [11].
Meanwhile, the researchers in this study adopt a Modified Discrete
Emotions model, adding a "neutral" category to Dr. Ekman’s well-
established model, which identifies six basic emotions [6]. This
model facilitates the categorization of sentiments and enhances
understanding of associated emotions, thereby providing insights
into the emotional states expressed in textual data."

Toxicity in online gaming can manifest in various forms, includ-
ing verbal toxicity, grieving behavior, and cheating. Dzigurski (2022)
further delineates sub-themes within these categories, underscoring
the multifaceted nature of toxic behavior in gaming environments
in his study of Toxicity in the game World of Tanks: A participant
observation ethnography, thematic analysis, content analysis and
autoethnography (Dissertation), this category can be seen on Ta-
ble 1 [8]. Understanding these nuances is crucial for developing
effective strategies to mitigate toxicity and foster a positive gaming
experience for all users [1, 8, 14]. Table 1 comprises themes and
sub-themes representing toxic behaviors observed in the game of
World of Tanks. These classifications were from battle chats and
were tallied across 120 games, totaling 383 occurrences across all
classified chats [8].

Table 1: Occurrence of themes/sub-themes in battle chats

No Theme/sub-theme Occurrence % No. of battles %
1 Gamesplaining 92 24 37 31
2 Ableism 89 23 53 44
3 Male preserve 60 15.7 36 30
4 Sarcasm 53 14 29 24
5 Positive 27 7 16 13.3
6 Blaming others 18 4.7 12 10
7 RNG complaints 13 3.4 4 3.3
8 Sexism 10 2.6 10 8.3
9 SPG complaints 5 1.3 2 1.7
10 MM complaints 5 1.3 5 4
11 Ageism 4 1 3 2.5
12 EBR complaints 3 0.8 1 0.8
13 Cyberbullying / / 3 2.5
14 Game complaints 2 0.5 2 1.7
15 Racism 1 0.26 1 0.8
16 Map Complaints 1 0.26 1 0.8

Figure 1: Vanilla Tree-like Architecture in with Sentiment,
Emotion, Target Detection

Multi-Task Learning (MTL) has emerged as a powerful approach
in machine learning, enabling the simultaneous training of multiple
tasks to capture generalized and complementary knowledge from
specific tasks [3]. Huang et al. (2022) used MTL in their study on
abuse and emotion classification, utilizing linguistic context and
pretrained language models like BERT to enhance the algorithm’s
representational capability. They employed different decoders and
a cross-attention component, achieving superior performance com-
pared to other methods [13].

Researchers often explore various architectures of MTL to op-
timize model performance. The focus of this study lies in Parallel
Architectures, particularly the Vanilla Tree-like Architecture and its
variants, which allow tasks to run in parallel, sharing certain layers
for efficiency [3]. Plaza-del-Arco et al. (2021) applied Tree-Like Ar-
chitecture with a Shared Bert Encoder in their study on hate speech
and offensive language recognition, leveraging transfer learning to
enhance model performance [7], their model architecture shown
on the Figure 1.
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Moreover, Parallel Feature-fusion is another MTL architecture
that actively combines features from different tasks to create task-
specific representations [3]. While Supervision at Different Feature
Levels also shows promise, its applicability to this study may re-
quire further exploration. Overall, understanding and implement-
ing different MTL architectures offers researchers opportunities
to enhance model efficiency and performance across various NLP
tasks.

Cruz and Cheng’s (2022) research focus on advancing natural
language processing technology for Filipino speakers, with the aim
of developing resources and models for the Filipino language to en-
hance access to crucial services. By conducting a literature review,
they identify areas for improvement and suggest further research
directions, laying the groundwork for enhancing technology acces-
sibility among Filipino-speaking communities [5]. Similarly, Molina
et al. (2021) contribute to this goal by creating Tagalog language
models using multi-source data and the BERT pre-training tech-
nique, addressing challenges in developing language models for
resource-constrained languages [16].

Alampay et al. (2020) delve into the connection between cyberbul-
lying/cybervictimization and empathy among adolescent Filipinos,
underscoring the importance of understanding this relationship for
intervention and prevention programs [24]. Pujante (2021) investi-
gates the use and impacts of "trash talk" in gaming environments,
shedding light on social dynamics, and emphasizing the need for
promoting a positive gaming culture [17]. Ferrer et al. (2021) tackle
the identification of profanity in the Filipino language, aiming to
develop efficient methods for monitoring and controlling online
communication to foster a civil and safe online environment [9].

Ong’s (2022) project, together with collaborators, focuses on
building a context-aware digital lexicon for Tagalog and English
to address challenges in lacking local resources and continuously
updated datasets [21]. Sagum et al. (2019) contributes to this effort
by creating a Filipino WordNet using semi-supervised learning,
further enriching language resources for Tagalog. These studies
collectively contribute to advancing natural language processing
technology for Filipino languages and fostering a safer and more
inclusive online environment for Filipino speakers [23].

3 METHODOLOGIES
3.1 Equipment
This study utilized the following equipment: (1) personal computers
and (2) internet. The website served as the platform for generating
output, using Django to create the API connecting to the model
deployed on an AWS server. Next.js was utilized to develop the inter-
face featuring an input box for entering words/sentences, deployed
on a serverless instance of Vercel.

3.2 Data Collection
The aim of data collection was to acquire authentic text chat data
from the online game Valorant. Convenience sampling was em-
ployed, distributing the survey to public Facebook groups, Discord
servers, group chats, and other online communities frequented by
Valorant players aged 18 and above.

There was a total of 789 participants, all were asked to complete a
survey questionnaire detailing their Valorant gameplay experience,

including interactions within the in-game chat. This information
could be submitted by typing text into the provided input box or by
attaching screenshots of their game chat box. Only in-game chat
data was collected, excluding any other personal information like
their full name. The survey questionnaire was integrated into a
website developed by the researchers. Google Forms was also used
as an alternative way to collect data on gameplay experience and
text chat screenshots. Demographic information such as gender,
country, age, and in-game details such as rank were also collected
for further analysis. The dataset gathered consists of 4 columns:
username, text/chat, toxicity label and emotion label.

A post-evaluation survey, distributed through Microsoft Forms,
was sent to individuals who utilized the web application, inviting
them to share feedback on their experience with the website. This
feedback serves to guide future improvements to the application.
To protect sensitive information like unfiltered datasets containing
usernames, researchers pledged to delete screenshots and archive
the dataset post the removal of any identifiable participant details.
This archival and deletion process was implemented after the uti-
lization of data for training and result acquisition.

3.3 Data Processing
The course of the system’s data processing started in gathering the
data from the survey answered by the participants. The screenshots
of the in-game chat box were included, then extracted using OCR
and manual extraction. Take note that OCR was used just for ex-
traction and not included in the model made, and it does not affect
the performance of it. We excluded the number of games played
due to the absence of information given by the participants.

In the context of emotion classification for Valorant chats, Ek-
man’s renowned model was applied, which delineates six primary
emotions universally expressed and recognized across cultures:
happiness, sadness, anger, fear, surprise, and disgust [6]. In this
paper, a modified discrete emotion model was used, introducing
an additional category, "neutral," to account for instances where
game chats exhibit a lack of strong emotional intensity or are used
to express information to teammates.

The proponents utilized Dzigurski’s comprehensive classifica-
tion framework from 2022, which encompasses various toxic behav-
iors prevalent in Valorant chats, as referenced in Table 1. To simplify
the categorization process and enhance the coherence of the anal-
ysis, similar forms of toxicity were grouped as seen on Table 2.
Ableism, Male Preserve, Ageism, Racism, and Sexism were labeled
"Multiple Discrimination”. Toxicity related to in-game experiences,
including RNG Complaints, MM Complaints, EBR Complaints, Map
Complaints, and Game complaints, was placed within the category
of "Gameplay Experience Complaints”. Lastly, the “Gamesplaining"
category was created by merging instances from both Gamesplain-
ing and Blaming Others [1, 14]. The proponentsomitted the other
toxicity classifications as they were not relevant to the game under
study.

3.3.1 Data Labelling Validation. To ensure the accuracy and
reliability of emotion classification, the proponents engaged the ex-
pertise of a board-certified psychometrician. Collaborative consulta-
tions were conducted with the psychometrician for suiTable labels
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Table 2: Game Toxicity Classifications

Toxicity Combined Classifications
Sexism Multiple Discrimination
Ableism
Male Preserve
Ageism
Racism
RNG complaints Gameplay Experience Complaints
Map complaints
MM complaints
EBR complaints
Game complaints
Sarcasm Sarcasm
Cyberbullying Cyberbullying
Blaming others Blaming others
Gamesplaining Gamesplaining
Not Toxic Not Toxic

Figure 2: Emotion Distribution After Data Labelling

for the dataset, specifically utilizing Ekman’s six basic emotions
and a neutral category.

The labeled dataset then underwent rigorous validation process
in subsequent sessions with the psychometrician. The psychometri-
cian provided official endorsement by signing the validation form
and issuing a certificate upon successful validation. This action
affirmed the robustness of the emotion classification framework
employed in this study. After labelling the emotions and toxicity,
uneven distribution of them was discovered as shown on Figure 2.
This indicates augmentation of the dataset was required.

3.3.2 Data Augmentation. To address an unbalanced dataset
characterized by a low number of categories in emotion, proponents
employed oversampling techniques. This process aimed to augment
the representation of underrepresented categories, as illustrated in
Figure 2 of the emotion classification results. Oversampling was
applied to the toxicity class to achieve balance between the two
classes. Subsequently, undersampling was conducted on the toxicity
class to mitigate the disproportionately high number of non-toxic

Figure 3: Toxicity Distribution After Data Labelling

instances, as depicted in Figure 3. These efforts yielded a dataset
comprising 8,274 rows, up from the original 8,086.

3.3.3 Data Preparation. Preparing the chat data was the next
step, which utilized some of the NLP techniques including the
removal of duplicates and removing some of special characters
that might unrelated such as underscores, quotation marks, etc.,
however question mark and exclamation point was not removed
due to its context in the game like it can be a disbelief in the in-game
chat.

After the cleaning and augmenting, the dependent variables
such as the emotions and toxicities undergone one-hot encoded to
make categorical data possible to work with in the model. This one-
hot encoded makes the categories into a finite set of label values,
this consists of 1 and 0s, the position of 1 in the set determines
the category. Using the Scikit-learn library for one-hot encoding
facilitated the process, providing the flexibility to transform the
encoded data back to its categorical values when needed. The text
inputs were prepared for the model using the BERT Tokenizer.
The completed processed dataset was split into two parts: 80% for
training and 20% for testing.

3.4 Model Architecture
The model consists of 4 major layers, first was first input layer
which accepts the tokenize version of the chat data more specific is
the input ids, then the label data in a one-hot encoded version. The
second layer was the pre-trained BERT Layer, which is used for
feature extraction which gives additional feature as the backbone
of the model, receives data from input layer then produces a pooler
output that is used in the next layer, the Classifier layer. This was
split into two tasks connected by a trunk, the toxicity classifica-
tion and emotion classification, using Bi-LSTM as the classifier for
each task, this helps to retain information without duplicating the
context using its memory [15].

Lastly, the output layer or the dense layer that accepts an input
from the Bi-LSTM layers because there’s two task two output layer
was made, first was for emotion that have a unit of 6, second was for
toxicity which have a unit of 7. Both output layers have an activation
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Figure 4: Multitask Classification Model

function SoftMax. The optimizer used was Adam with a learning
rate of 1e-4 with a learning decay of 0.01. Then a categorical cross
entropy loss function for both toxicity and emotion were used as
par multiple categories was used. The metrics used were discussed
in Section 3.6.

3.4.1 Regularization Techniques. To prevent overfitting, the model
employed dropout regularization with a rate of 0.6 up to 0.7. Ad-
ditionally, task specific L1 and L2 regularization were applied. For
the Emotion task, L1 and L2 coefficients were 0.0045 and 0.03 re-
spectively, while for the Toxicity task, they were 0.006 and 0.03.
These regularization techniques were calibrated manually during
experimentation to optimize performance.

3.4.2 Hyperparameters Tuning . The following hyperparameters
included: epoch which start from 30 until 20, then batch size from 32
to 70, also number of LSTM layers that have a value of 40 down from
50 after calibrations. Learning decay also applied which discussed
on Section 3.4. The hyperparameter tuning done was a manual trial
and error to find better results in the model. It was inefficient, due
to time constraint resorting to this method has been chosen.

3.5 Model Implementation
The model was implemented using the python libraries such as
keras for deep learning packages based on Tensorflow for the pre-
built layers for the model like the Bi-LSTM, Input and Dense Layer,
also the metrics is already built in because of Tensorflow, then
Scikit-learn for preprocessing and metrics computation of the data
like the one-hot encoder for the emotion and toxicity and the con-
fusion matrix. For the pre-trained BERT, transformers library from
HuggingFace was used, also includes the BERT tokenizer used
for the tokenization of the text. Two varieties of BERT were used:

BERT-base-uncased is for general use and BERT-base-multilingual-
cased for multi-language that can provide features from different
languages.

3.6 Model Evaluation and Validation
In the model evaluation and validation phase, our primary objec-
tive is to ensure the accuracy and reliability of our trained model.
Using manual analysis using metrics was used during experimenta-
tion, when found one of the metrics was low or indicate a possible
overfitting then adjusting of the hyperparameter was done, from
dropout, L1 and L2 regularization, batch size and number of LSTM
layers. This process somehow helps mitigate overfitting and pro-
vides a robust assessment of the model’s generalization ability. To
quantify the model’s performance, key metrics were used including
precision, recall, F1 score, and accuracy. These metrics collectively
offer insights into the model’s predictive capabilities, balancing
between correctness and completeness of predictions across the
different classes.

Moreover, visual aid such as confusion matrices to gain a deeper
understanding of the model’s performance characteristics, identify-
ing potential areas for improvement and assessing it discriminative
power effectively. Through these comprehensive evaluation strate-
gies, the aim is to ensure that our model not only learns accurately
but also generalizes well to unseen data, thereby enhancing its
utility and reliability in practical applications. After getting these
results, another model was created with different BERT, a BERT
with multilanguage capability.

4 RESULTS AND DISCUSSION
4.1 Model Performance
After conducting several experiments, the proponents compared
the performance of two models using different BERT variants, this
was shown on Table 3. The BERT Base model achieved an accuracy
of 86.74%, a recall of 82.23%, and a precision of 91.17%. Its AUC is
98.85%, and the F1-Score is 63.50%. The BERT Multilingual model
showed slightly better performance, with an accuracy of 87.70%, a
recall of 84%, and a precision of 91.23%. Its AUC is 98.67%, and the
F1-Score is 60.46%.

The model training several hyperparameters were used, but the
best hyperparameters that were found, also been used in the model
were 50 epochs, a batch size of 70, learning rate in Adam optimizer
of 0.0001, then a LSTM (Long Short-Term Memory) layer of 0.75,
also an L1 and L2 regularization was applied for both emotion and
toxicity tasks with a value of 0.0045 and 0.03.

The utilization of Bi-LSTM as the classifier, supported by BERT
from Transformers, demonstrates strong performance in identifying
both toxicity and emotion especially the BERT Multilingual. How-
ever, toxicity exhibits superior performance compared to emotion.
This is attributed to certain words or sentences lacking sufficient
context to accurately determine the conveyed emotion; for instance,
"GG" may signify happiness or sadness depending on the in-game
situation. The performance disparity is evident in the confusion
matrices depicted in Figures 3 and 4, which illustrate the classi-
fier’s predictive capabilities across various categories. Furthermore,
the multitask architecture efficiently deployed yields dual outputs,
enhancing overall output efficiency.
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Table 3: Model’s Performance Score

Model BERT Task Accuracy % Recall% Precision% AUC% F1-Score
With Base Toxicity 91.81 90.38 92.90 99.6 81.28

Emotion 86.74 82.23 91.17 98.85 62.83
With Multilingual Toxicity 93.88 92.85 94.77 99.63 77.96

Emotion 87.70 84 91.23 98.67 60.46

Figure 5: Confusion Matrix Emotion Normalized

Two confusion matrices were created to demonstrate the model
with BERT Multilingual has capability in determining the toxicity
and emotion of the chat in each category. These matrices were
normalized for clarity and ease of interpretation. Figure 5 illustrates
the normalized confusion matrix for emotion classification, depicted
as a heatmap, where brighter colors denote higher values and darker
colors indicate lower values. Figure 5 visually compares actual
predictions with predicted values for each emotion classification,
revealing successful identification rates. Specifically, the accuracy
rates are 77% for anger, 81% for disgust, 82% for happy, 75% for
neutral, 39% for sad, and 43% for surprise. However, 28% of instances
where actual sadness is present are misclassified as happy due to
the ambiguity of certain expressions like "GG", which could signify
happiness or sadness depending on the context.

Figure 6 illustrates the confusion matrix for toxicity classifica-
tion, presented as a heatmap. Brighter colors signify higher values,
while darker colors represent lower values. The toxicity classi-
fication demonstrates effective prediction of actual values, with
accuracy rates of 81% for blaming others, 88% for cyberbullying,
78% for gameplay experience complaints, 91% for gamesplaining,
82% for multiple discrimination, 60% for sarcasm, and 89% for not
toxic. However, it is worth noting that there is a 33% chance of
misclassifying actual non-toxic instances as sarcasm, likely due
to the nuanced nature of sarcasm detection and the contextual
complexity involved in distinguishing between genuine non-toxic
communication and sarcastic remarks. Overall, the model performs
well, achieving a high accuracy rate of 81.28% in predicting the
actual classification.

Figure 6: Confusion Matrix Toxicity Normalized

4.2 Evaluation Discussion
ChattyTicket’s evaluation reveals diverse user preferences and pos-
itive reception for its functionality, usability, performance, inter-
activity, and UI design. While most users are satisfied, valuable
feedback suggests enhancements for future versions, including im-
proved analytics display, more visual content, additional emotions
in the model, and enhanced accuracy.

5 CONCLUSION AND FUTUREWORKS
5.1 Conclusion
In summary, the multi-task learning architecture, which integrates
Bi-LSTM classifiers for toxicity and emotion with a BERT back-
bone, demonstrates significant effectiveness in predicting multiple
classes for both tasks. The model achieved an accuracy of 93.88% in
classifying toxicity and 87.7% in classifying emotion, highlighting
the refined performance of the model with bert base multilingual.
Despite accuracy improvements, challenges persist, particularly in
discerning sarcasm within the ’not toxic’ category due to contextual
nuances.
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Moreover, the development of an accessible API has facilitated
the evaluation of chat text for both emotion and toxicity, showcas-
ing accurate and efficient performance. The examination of datasets
underscores the prevalence of toxic chats in gaming environments
like Valorant, encompassing cyberbullying, sarcasm, and discrim-
ination. The evaluation of the web application revealed diverse
user preferences and garnered high praise for its utility, usability,
performance, and interactivity. Constructive criticism has guided
subsequent revisions, ensuring continuous enhancement to meet
customer expectations and elevate the overall user experience.

In conclusion, the multi-task learning architecture, in conjunc-
tion with an accessible API, demonstrates promising results in
predicting toxicity and emotion in chat text. The exploration of
diverse datasets and user feedback has provided valuable insights
into the prevalence of toxic behaviour in gaming environments
and the effectiveness of the web application in meeting user needs.
Constructive criticism has been instrumental in refining the plat-
form, ensuring its ongoing alignment with user expectations, and
enhancing the overall user experience.

5.2 Future Works
Future research should aim to focus on observing players during
Valorant gameplay to provide more accurate labeling and contex-
tualization of emotions, either through in-game observation or
post-game interviews. To achieve this, researchers are advised to
allocate at least a month or longer for data gathering, given the
typical game duration of around 45 minutes. Extending the data col-
lection period enables the accumulation of a more comprehensive
dataset. Furthermore, researchers should consider incorporating
additional classifiers such as Naïve Bayes or Logistic Regression
to compare with Bi-LSTM performance and explore alternative
architectures for multi-task learning beyond the Vanilla Tree-Like
Structure to assess potential performance improvements.
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ABSTRACT 
This study focused on developing a model to predict student re-
engagement (a student’s voluntary re-participation in an 
educational intervention) using the data extracted from a Game-
Based Learning called What-if Hypothetical Implementations in 
Minecraft (WHIMC), a game which offers engaging STEM 
learning experiences through Minecraft Java Edition. Quantifying 
re-engagement in environments like Minecraft can be considerably 
difficult because of its open-ended structure. In order to address 
this, the researcher harnessed machine learning methods to deliver 
a more advanced and thorough result, going beyond the traditional 
approaches of previous studies. The current research utilized data 
gathered from a group of Grade 8 students at a middle school in the 
Philippines who engaged with WHIMC. This collection of data 
includes student demographics, survey responses, and in-game 
features such as player positions, observations, and science tools 
usage. Leveraging the collected dataset, various machine learning 
classifiers, including Logistic Regression, Random Forest, Naïve 
Bayes, Support Vector Machine (SVM), and Multilayer Perceptron 
(MLP) algorithms, were evaluated using metrics such as ROC-
AUC, Sensitivity, and Specificity. Notably, the MLP classifier, 
utilizing both survey and in-game data, exhibited the most optimal 
performance, yielding an ROC-AUC of .81, Sensitivity of 71%, 
and Specificity of 79%. Highlighting the significance of the 
Specificity metric, this study underscores its role in directing 
interventions towards students with a higher likelihood of 
disengagement. 

 

KEYWORDS 
Minecraft, whimc, machine learning, student re-engagement 

1 INTRODUCTION 
Re-engagement refers to a learner's spontaneous and self-motivated 
re-participation in an educational intervention. It is important as it 
serves as evidence of intrinsic motivation and intrinsic motivation 
leads students to demonstrate enhanced learning effectiveness [8, 
9, 38]. This is one of the phases of the engagement process model 
[21]. This model is focused on deconstructing the concept of 

engagement concerning individuals' experiences with technology. 
It is composed of four distinct phases: the point of initial 
engagement, a phase of sustained engagement, a subsequent 
disengagement phase, and, in some cases, a potential re-
engagement phase. 
 
Multiple studies indicate that when students engage in specific 
educational activities, they generally experience higher levels of 
satisfaction, better academic performance, persistence, and social 
engagement [2, 15, 16]. The level of student engagement can be 
impacted by various contextual factors, such as the specific 
learning environments they find themselves in or the instructional 
approaches employed by their teachers [6]. These external elements 
play a significant role in shaping how actively students participate 
in their educational experiences.  
 
In parallel with this heightened interest on student engagement, the 
integration of digital technology has emerged as a central 
component of higher education, exerting its influence across every 
facet of the student experience [4, 12, 27]. A prominent example of 
the utilization of digital technology for learning is the integration 
of game-based learning (GBL). Implementing GBL offered 
students engaging learning experiences through interactive means. 
This approach granted students autonomy over tasks, amplifying 
their curiosity and involvement while preventing unfavorable 
emotional encounters [31].  
 
This study focused on predicting student re-engagement using the 
data extracted from a GBL called What-if Hypothetical 
Implementations in Minecraft (WHIMC). WHIMC utilizes 
Minecraft Java Edition as an educational platform for students to 
actively delve into the scientific implications of alternate renditions 
of Earth via “what if” questions, such as “What if the Earth had no 
moon?” or “What if the Earth has a colder sun?” (As depicted in 
Figure 1). The project's primary goal is to engage, excite, and 
generate interest in STEM (Science, Technology, Engineering, and 
Mathematics) [35]. The data extracted from the game includes in-
game data, student demographics, and answers to survey questions, 
which contain numerical, categorical, ordinal, and free-text data 
coming from the students who took the module. 
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Figure 1: Earth with a Colder Sun in WHIMC. The world 
exhibits two distinct regions: the Western Area (left), 

characterized by a desert landscape, and the Eastern Area 
(right), covered in snow. 

 
GBLs have proven to be beneficial for education across various 
fields, offering advantages such as fostering more genuine learning 
experiences and boosting student engagement. This is primarily 
due to their high level of interactivity and immersion [1]. In 
addition to this, the favorable impacts of GBLs encompass multiple 
areas such as student performance, skill acquisition, enthusiasm, 
and involvement. This motivated educators, game developers, 
funding entities, and researchers to employ games for instructing 
STEM subjects on various platforms [5]. Similar to these, WHIMC, 
as a GBL, shares the goal of engaging, nurturing enthusiasm, and 
sparking curiosity within the realm of science education [35]. As 
students immerse themselves in GBLs and other educational 
technologies like WHIMC, their learning potential expands. While 
re-engagement is not obligatory, it remains valuable in facilitating 
the learning opportunities and benefits mentioned in this chapter. 
 
However, measuring re-engagement in environments like 
Minecraft can be considerably difficult because of its open-ended 
structure. For instance, the work of [37] tried to do an analysis on 
the impacts of WHIMC on student interest by making use of both 
quantitative and qualitative data such as coded interviews and 
notes, surveys on STEM interest, assessments of knowledge, and 
self-reported skill levels in Minecraft. On the other hand, the study 
by [9] attempted to quantify re-engagement by making use of 
additional in-game data on top of surveys, such as player positions, 
player observations and Science tools usage logs. Another study by 
[33] asked parents for help to check if students were playing 
Minecraft at home and to observe the students' level of 
concentration during their interaction with the game.  
 
In the current research endeavor, the researcher attempted to 
quantify re-engagement, transcending the conventional approaches 
previously outlined and instead, utilizing machine learning 
methods, which have the potential to deliver a more sophisticated 

and comprehensive outcome. Through this study, the researcher 
investigated the following: RQ 1: How can we develop a machine 
learning pipeline to effectively predict a student's likelihood of re-
engaging with WHIMC? RQ 2: How effectively does the best-
performing machine learning model predict re-engagement? 
 
The rest of this paper is organized as follows. Included in the next 
section is the discussion of literature that provides background on 
the significance and potential benefits of utilizing machine learning 
methods to create a model that will be able to predict re-
engagement using the survey and in-game data derived from 
WHIMC. This is then followed by a section that focuses on 
methods that the author used for data pre-processing, feature 
engineering, feature selection, modeling, validation, and post-
modeling analysis. After, the results are shown by comparing the 
results of the various models. Finally, the author presents the 
conclusions and identify directions for future research.  
 

2 REVIEW OF RELATED LITERATURE 
To establish the groundwork for this research endeavor, the 
researcher conducted the literature review, thoroughly examining 
the existing body of work that employed machine learning 
techniques to quantify engagement across various platforms. 
 
2.1. Existing studies about predicting engagement 
 
Domina et al. [11] employed Machine Learning (ML) to predict 
student engagement during the COVID-19 pandemic, analyzing 
data from a survey of 10,000 parents in a southeastern U.S. school 
district. The resulting regression models highlighted the 
significance of technology accessibility: students with high-speed 
internet and devices showed greater engagement, even after 
socioeconomic factors were considered. Access to diverse learning 
opportunities also correlated with higher engagement levels. This 
discovery emphasizes that educators, despite their limited control 
over students' family backgrounds and household resources, retain 
the ability to make critical decisions regarding the instructional 
materials and resources they provide [11]. 
 
A different research conducted by Hussain et al. [13] employed 
machine learning algorithms to identify students with low 
engagement levels in a social science course from a virtual learning 
environment (VLE) at the Open University (OU) in the United 
Kingdom. To identify low-engagement students, the authors 
applied several types of ML algorithms to the dataset. They initially 
trained models using these algorithms and subsequently compared 
their accuracy, kappa values, and recall rates. The results indicated 
that the J48, decision tree, JRIP, and gradient-boosted classifiers 
demonstrated good performance in terms of accuracy, kappa value, 
and recall compared to other models. Based on these findings, the 
authors developed a dashboard to assist instructors at OU. These 
models can be seamlessly integrated into VLE systems, allowing 
instructors to assess student engagement across different activities 
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and materials and offer timely interventions to support students 
before their final exams. [13] 
 
Another literature in line with the previously enumerated studies is 
the work by Ayouni et al. [3] that proposes an intelligent predictive 
system capable of forecasting students' engagement levels and 
providing them with feedback to enhance their motivation and 
commitment. A variety of data points such as number of logins, 
user participation, user activity, etc. were extracted from a Learning 
Management System (LMS). Based on these input features, the 
authors aim to create a predictor that could categorize students into 
three groups based on their engagement levels: "Not Engaged," 
"Passively Engaged," and "Actively Engaged." Three different 
machine learning algorithms, specifically the Decision Tree, 
Support Vector Machine, and Artificial Neural Network, were 
applied to analyze students' activities recorded in LMS reports. [3] 
 
The findings of the study indicate that ML algorithms are effective 
in predicting students' engagement levels. Among these algorithms, 
the Artificial Neural Network displayed the highest accuracy rate 
at 85%, surpassing the Support Vector Machine (80%) and 
Decision Tree (75%) classification techniques. Based on these 
results, the intelligent predictive system delivers feedback to 
students and alerts instructors when a student's engagement level 
decreases. Instructors can then identify students' challenges within 
the course and motivate them through means such as email 
reminders, course messages, or scheduling online meetings. [3] 
 
2.2 Attempts to quantify re-engagement 
 
As of writing, there is only one study that aimed to quantify student 
re-engagement in the context of an open-world GBL. The study by 
Casano et al. [9] was initialized by gathering data through a survey 
to identify the most preferred features of WHIMC, followed by a 
systematic coding of these features to determine which aspects 
could be quantified and analyzed. Three potential re-engagement 
triggers were identified: social play, free exploration, and 
interactive learning components within WHIMC. The authors then 
used in-game data such as player position records, observations, 
and Science tool usage to develop simple heuristics to identify 
whether these triggers are exhibited outside designated testing 
hours. For instance, social play was defined as instances where 
player positions overlapped, indicating concurrent playtime outside 
of testing hours. The authors were able to utilize the module's 
design, as students had the option to access WHIMC beyond testing 
hours, enabling the analysis to consider these interactions as 
voluntary and unprompted. [9] 
 
Furthermore, the study demonstrated ways to establish the extent 
to which specific elements may have contributed to re-engagement. 
For example, the degree of social play as a potential re-engagement 
trigger was described using the average number of concurrent users 
outside of testing hours. Free exploration as a re-engagement 
element was described by examining the ratio between the worlds 

visited and the time spent exploring outside testing hours. Finally, 
the study illustrated how a creative parsing of available datasets 
enabled an understanding of the extent to which the interactive 
elements in WHIMC played a role in students' re-engagement with 
the game. [9] 

3 METHODOLOGY 
This section will highlight the methods employed by the researcher 
for data collection, data description, data cleaning, feature 
engineering, feature selection, modeling, and post-modeling 
analysis. It essentially outlines the approach and techniques used to 
address RQ1 and RQ2. Note that all these methodologies will be 
implemented using the Python programming language. Providing 
context for the collected data in the study, this section begins with 
details on navigating the WHIMC Server. 
 
3.1 Navigating the WHIMC Server 
 
WHIMC is a set of Minecraft worlds that aims to make learning 
STEM fun and engaging. These worlds are created and deployed in 
Minecraft Java Edition, and students can explore them to learn 
about different topics on STEM subjects. As the players progress 
in the game, they will have the opportunity to teleport to multiple 
worlds such as various versions of Earth which include normal 
baseline Earth, Earth with no moon, Earth with a different tilt, and 
Earth at a much cooler temperature. For instance, "Earth with No 
Moon" serves as an introductory experience for players as they 
begin exploring "what-if" scenarios. In this simplified alternate 
Earth, players gradually learn about various scientific concepts and 
tools, with a special emphasis on the observation tool, which is a 
crucial part of navigating the server. Completing this world equips 
players with a solid foundation for approaching other "what-if" 
scenarios more confidently. The objectives for this experience 
include gaining insights into how the absence of a moon impacts 
Earth's tides and winds, understanding the relationship between 
green energy sources and specific environmental conditions, and 
becoming proficient in using fundamental science variables and the 
/observe command—skills vital for success on the server. Similar 
to  the “Earth with No Moon” world, every other world within the 
WHIMC server is thoughtfully designed to offer a diverse array of 
activities and valuable learning opportunities that cater to the 
players' educational and exploratory needs. [36] 
 
3.2 Data Collection 
 
The data used for this study came from a collective effort of 
Tablatin, Casano, and Rodrigo for previous studies focusing on 
WHIMC [9, 30]. The research team partnered with Philippine 
schools and teachers to develop learning modules targeting parts of 
the curriculum where WHIMC could be integrated. The data that 
was utilized for [30] was collected from the entire Grade 8 school 
population consisting of 8 class sections of a middle school in the 
Philippines. The students were tasked to work on two learning 
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modules, with ecosystem as the theme for Module 1 and 
biodiversity and evolution for Module 2. Prior to utilizing WHIMC, 
students completed a pre-test called Stem Interest Questionnaire 
(SIQ) to gauge their interest in various subject areas.  Subsequently, 
following their engagement with WHIMC, the students 
participated in knowledge assessments, the Game Experience 
Questionnaire (GEQ), and the post-SIQ as a post-test evaluation. 
The respondents rate their level of agreement for both SIQ and 
GEQ using a 5-point Likert scale format (1 – strongly disagree/not 
at all, 2 – disagree/slightly, 3 – neutral/moderately, 4 – 
agree/fairly, 5 – strongly agree/extremely). After the activities 
mentioned, the researchers were able to come up with a collection 
of data which includes in-game features such as player positions, 
observations, and science tools used. In addition to this, student 
demographics and survey responses which includes their responses 
to the SIQ, GIQ, and open-ended questions were also compiled. In 
the current study, the researcher consolidated these data and 
performed the necessary steps enumerated in the next sections. 
 
3.3 Consolidated Data Overview 
 
In total, there were 211 prospective participants from the Grade 8 
school population, representing 8 class sections of a middle school 
in the Philippines. After refining the data to include only those 
students who completed all the surveys and actively participated in 
WHIMC gameplay, 116 students, aged 13-15, remained. Among 
these 116 participants, a significant majority (93 out of 116 or 80%) 
reported being either familiar or very familiar with Minecraft. 
Another 20 students (17%) considered themselves somewhat 
familiar, while only 3 students (3%) admitted to having no prior 
familiarity. 
 
A custom WHIMC plugin tracked player positions from a top-view 
perspective within the virtual worlds, capturing an average of 2,867 
position counts per student. Additionally, each student generated 
an average of 10 observations and made use of science tools an 
average of 11 times during their gameplay. 
 
3.4 Data Cleaning 
 
It is important to acknowledge that the collected data may 
inherently contain noise, which can have a negative impact on the 
model's training. Hence, the process of data cleaning was carried 
out as deemed necessary [10]. In this sub-section, the researcher 
provides the methodology on how the data was refined, sanitized, 
and structured for the subsequent steps of the study.  
 
3.4.1 Correcting Data Types  
 
The initial data cleaning phase involved aligning data fields with 
appropriate types for compatibility with Python libraries. Utilizing 
functions from the Pandas Library [22], IDs across various 
dataframes were standardized to string format, ensuring seamless 
merging. Survey timestamps were transformed into datetime 
format, while in-game datasets with epoch timestamps were 

converted to human-readable datetime values using a lambda 
function. 
 
3.4.2 Handling Missing Values  
 
Since the study is primarily focused on data derived from survey 
responses, instances (rows) representing students who were unable 
to complete all the surveys were filtered out across the datasets. On 
the other hand, the target variable for the model will be based on 
the instances of the students who will re-engage with WHIMC; 
therefore, students who did not actually participate in the game 
were excluded from the datasets. These steps were done through 
DataFrame indexing and boolean indexing in Pandas Library [22]. 
 
3.4.3 Data Standardization  
 
Survey responses, primarily structured on the Likert Scale, required 
standardization due to varying interpretations. A mapping 
dictionary was created to flip values in columns with inverse 
responses. This ensured a consistent representation of the Likert 
scale, facilitating straightforward data analysis and interpretation. 
 
3.4.4 Textual Data Clean-up 
 
The survey responses were stripped of white spaces, unicode 
characters, and punctuation marks and lastly converted into 
lowercase. The Natural Language Toolkit (NLTK) [20] package 
was then used to remove English stop words.  
 
The textual data is then normalized through lemmatization. 
Lemmatization is a method employed to reduce words to their base 
or root form, known as the lemma [14]. It utilizes a dictionary in its 
implementation. Put simply, it identifies the root word from various 
text variations. For instance, if the dataset contains words like 
“changes,” “changed,” and “changing,” all these words will be 
transformed to their root word, “change.” The Python 
implementation of this algorithm was accomplished by utilizing 
functions from NLTK [20].  
 
3.5 Feature Engineering 
 
The results of a closely related study [9] successfully identified 
three specific elements that emerged as potential drivers for re-
engagement: social play, free exploration, and interactive learning 
elements within WHIMC. These findings were obtained through 
the systematic coding of in-game features, including player 
positions, observations, and Science tools usage. This could 
indicate that the relevant features for predicting student re-
engagement may be found within the in-game features. To confirm 
this, the current study also focused on engineering features from the 
in-game dataframes. 
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3.5.1 Categorical Data Encoding 
 
In this study, three techniques were utilized to convert categorical 
variables into numerical formats: One-Hot Encoding, Ordinal 
Encoding, and Binary Encoding. One-Hot Encoding was applied to 
variables without ordinal relationships, transforming them into 
binary variables indicating the presence (1) or absence (0) of 
specific categories. Ordinal Encoding preserved the order or 
ranking of categories, assigning numerical values based on their 
hierarchy. For example, "Familiarity" categories were encoded 
from 1 to 5. Binary Encoding captured the presence or absence of 
specific categorical values, setting binary indicators to 1 if a 
category was present and 0 otherwise. 
 
3.5.2 In-game Data Aggregation 
 
Aggregation techniques for feature engineering involve creating 
new features by grouping information from existing features within 
a dataset. These techniques are common concepts in descriptive 
statistics, used to capture higher-level patterns and information that 
can be valuable for machine learning models [24]. In the context of 
this study, the in-game data includes multiple rows for each 
participant. To create features that describe the details of the 
participant’s gameplay, the researcher grouped the in-game data at 
the student level, utilizing standard aggregation functions such as 
mean, sum, count, minimum, and maximum. 
 
3.6 Additional Features from Open-Ended Survey 
Responses 
 
Analyzing linguistic data through computational methods is the 
essence of Natural Language Processing (NLP). Generally, the 
objective is to construct a representation of the text that imparts 
structure to the inherent unstructured nature of natural language 
[34]. NLP methods were employed on the survey responses to 
engineer features. Some key techniques utilized in this sub-section 
include lemmatization, bag-of-words, TF-IDF, and named entity 
recognition. The methods described herein focus specifically on the 
free-text survey responses to the questions: "What aspects of 
WHIMC contributed to finding the topic enjoyable, interesting, 
and/or easy to learn?" and "What aspects of WHIMC contributed 
to finding the topic uninteresting and/or challenging to learn?" 
 
3.6.1 Bag-of-words 
 
Bag-of-words model is a straightforward and predominantly used 
method to extract features for machine learning models. This 
technique is easily adjustable and can be used in a lot of ways to 
extract features from texts. In this model, the collection of each text 
data instance will be represented as the bag (multiset) of its words. 
The grammar and word order will no longer be considered, but the 
frequency of the words will still be recorded [23]. Specifically, a 
bag-of-words is a representation of textual data that describes the 
occurrence of words within a dataset. It only has two components: 

the dictionary of all the unique words existing in the dataset which 
will be transformed into a column, and the frequency of each of 
those words row-wise. For the python implementation of Bag-of-
words, a vectorizer function from the scikit-learn library [26] was 
utilized.  
 
3.6.2 TF-IDF 
 
TF-IDF, short for Term Frequency-Inverse Document Frequency, 
is another method used for extracting features from textual data. It 
consists of two components: TF and IDF [25]. Term Frequency 
(TF) measures how frequently a word appears in a document 
relative to the total number of words in that document. In the 
context of this study, a document corresponds to a survey response. 
The TF value is calculated by dividing the number of times a 
particular word appears in a document by the total number of words 
in that document which implies that the TF value increases as a 
word occurs more within a document. Conversely, Inverse 
Document Frequency (IDF) computes the importance of rare words 
in the dataset. This value is calculated for each word by taking the 
logarithm of the ratio between the total number of documents and 
the number of documents containing that word. This implies that 
scarcer words have higher IDF values. The final TF-IDF value is 
obtained by multiplying TF by IDF. The computational process for 
TF-IDF was accomplished in Python using a vectorizer function 
from the scikit-learn library [26]. 
 
3.6.3 Named Entity Recognition 
 
Named Entity Recognition (NER) is the method of 
identifying nouns and proper nouns in a given text and categorizing 
them into predefined categories such as names of people, 
organizations, locations, dates, percentages, and more [19]. These 
categories function as additional features in the dataset, with the 
feature values denoting the frequency of each category within every 
survey response. Implementing NER in Python was achieved using 
the spaCy library [29]. 
 
3.7 Feature Selection 
 
The researcher utilized Recursive Feature Selection (RFE) to 
automatically select a subset of the most relevant features from a 
given dataset. RFE works by recursively fitting the model to the 
data with different subsets of features and ranking them based on 
their importance, typically through a model-specific metric like 
coefficients in a logistic regression model or feature importances in 
a tree-based model [28]. 
 
3.8 Model Training and Evaluation 
 
To determine which classifier should be used to predict a student's 
likelihood of re-engaging, the researcher applied five different 
classification models to the resulting dataset from the previous 
steps. These models include Logistic Regression, Random Forest, 
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Naïve Bayes, Support Vector Machine (SVM), and Multilayer 
Perceptron (MLP) [7]. Each of these models employs its unique 
approach to analyze the data and generate predictions for the target 
variable based on the given input variables. The performance of 
these models was then compared in terms of Sensitivity, 
Specificity, and ROC-AUC. Sensitivity measures the model's 
ability to correctly identify positive instances among all actual 
positives in the dataset, while Specificity assesses the model's 
ability to correctly identify negative instances among all actual 
negatives. The ROC curve visually represents a classifier's 
performance across different sensitivity and specificity thresholds. 
While it doesn't provide a single performance measure, the Area 
Under the Curve (AUC) condenses overall performance into a 
single metric. AUC values range from 0.5 to 1.0, with higher values 
indicating better performance [7, 17, 18]. 

4 RESULTS AND DISCUSSION 
 
After completing the initial steps of the machine learning pipeline, 
including Data Collection, Data Cleaning, and Feature 
Engineering, a corpus of features ready to be trained by the selected 
models was produced. The dataset comprises 116 rows 
representing students and 176 features derived from both the 
Survey data (excluding free text) and in-game data. Additionally, 
115 features originated from the free-text survey column, 
specifically from responses to the question "What aspects of 
WHIMC contributed to finding the topic enjoyable, interesting, 
and/or easy to learn?". The combination of these features then 
underwent Recursive Feature Elimination (RFE) before each round 
of modeling experiments, as detailed in the subsequent sections of 
this chapter. 
 
The researcher aimed to predict if the student will re-engage with 
WHIMC or not. The target variable is binary and is defined as 
follows: 

Table 1. Target Variable Definition 
Class Definition 

1 The participant played WHIMC again 
the week after the 2-day training period. 

0 The participant did not play WHIMC 
again after the 2-day training period. 

 
In creating the models to predict student re-engagement, the 
researcher decided on specific sets of features to be used, as 
outlined below: 
 

Table 2. Sets of Features Used in Prediction Models 
F1 – Survey data (without the free text data) and in-game 
data (positions, observations, and science tools usage). 
F2 – Survey data, features from the free text data, and in-
game data (positions, observations, and science tools usage). 
F3 – Features from the free text data only. 

 

For each set of features above, 5 types of machine learning 
classifiers were trained on the data of 69 students, then tested on 47 
hold out instances. Specifically, the machine learning classifiers 
used in this study were: (1) Logistic Regression, (2) Random 
Forest, (3) Naive Bayes, (4) Support Vector Machine (SVM), and 
(5) Multilayer Perceptron (MLP). To ensure optimal model 
performance across both classes, the metrics of Sensitivity, 
Specificity, and ROC-AUC were employed for evaluation. 
 
The modelling experiments involved applying the chosen 
classifiers to each of the set of features as enumerated above. In 
total there were 15 classifiers made and assessed for this section. 
The results below show the metrics of the top 5 models ordered by 
ROC-AUC.  
 

Table 3. Performance of Top 5 Classifiers 
Model Features ROC-AUC 

MLP F1 .81 
Logistic Regression F1 .76 
Naïve Bayes F2 .71 
SVM F1 .68 
Naïve Bayes F3 .66 

 
The most effective model for classifying student re-engagement in 
WHIMC was identified as the MLP classifier, employing survey 
data (without the free text data) and in-game data (positions, 
observations, and science tools usage) as features (F1). MLP is a 
type of artificial neural network capable of learning complex non-
linear relationships in the data [32]. This is particularly useful when 
dealing with intricate patterns and interactions among features, 
which may be present in the dataset related to student re-
engagement. Notably, for the best performing models, most of the 
features that were utilized are F1, alluding to its importance in 
predicting the outcome.  
 
The confusion matrix below provides a detailed breakdown of the 
classification outcomes for the best MLP classifier in predicting 
student re-engagement: 
 

Table 4. Confusion Matrix of the top performing MLP 
Classifier 

    Predicted Label 
    0 1 

Actual Label 0 11 3 
1 10 23 

 
This model exhibited exemplary performance with an ROC-AUC 
of 0.81, sensitivity of 70%, and specificity of 79%. The choice of 
the MLP classifier was substantiated by its performance in 
discerning both positive and negative instances, achieving a 
balance between identifying students who would re-engage 
(sensitivity) and those who would not (specificity). 
 
In particular, the emphasis on Specificity is crucial in this study, as 
this indicates that the model could be beneficial in providing early 
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intervention to students who are less likely to re-engage. Achieving 
a higher Specificity ensures a better ability to correctly identify true 
negatives, i.e., students who will not re-engage with WHIMC. This 
holds significance for facilitators, enabling them to target 
interventions toward students at a higher risk of disengagement. 
The consideration of Specificity in the model's performance 
underscores its practical application in education, facilitating 
proactive measures for students requiring additional support or 
encouragement. For instance, akin to the study by Hussain et al. 
[13], the model could be integrated into a system or deployed as a 
tool, allowing facilitators to monitor student engagement and offer 
timely interventions. 
 
On the other hand, the results of the modeling experiments show 
that the addition of features extracted from the free text data for 
feature sets F2 and F3 did not improve the model performance. This 
could indicate that the quality and relevance of the textual features 
may not align with the patterns in the dataset related to student re-
engagement. As a recommendation, exploring different techniques, 
such as more advanced NLP methods, could enhance the 
effectiveness of utilizing textual features. Additionally, 
incorporating more data, such as information from other schools 
implementing the WHIMC module, could enhance the model's 
ability to generalize and improve overall performance. 

5 CONCLUSION 
Re-engagement is defined as the learner's voluntary re-participation 
in an educational intervention. It is important as it is an indicator of 
intrinsic motivation which leads students to demonstrate enhanced 
learning effectiveness [8, 9, 38]. In this study, the specific challenge 
lies in developing a classifier that effectively gauges and 
distinguishes instances of student re-engagement by utilizing the 
data from a GBL called What-if Hypothetical Implementations in 
Minecraft (WHIMC). The researcher addressed this problem by 
investigating the following: RQ 1: How can we develop a machine 
learning pipeline to effectively predict a student's likelihood of re-
engaging with WHIMC? RQ 2: How effectively does the best-
performing machine learning model predict re-engagement? 
 
In order to approach RQ1, the researcher provided a comprehensive 
methodology that details the approach and techniques to develop a 
machine learning classifier for student re-engagement. The data 
used for the study came from the module implementation of 
WHIMC in a middle school in the Philippines composed of a batch 
of Grade 8 students. Extracted data included in-game features, 
student demographics, and survey responses. To refine the data, the 
researcher corrected data types, handled missing values, 
standardized scales, and cleaned textual data. Feature engineering 
involved categorical data encoding, aggregation, and textual 
feature engineering using NLP methods such as bag-of-words, 
Named Entity Recognition (NER), and TF-IDF. Recursive Feature 
Elimination (RFE) was then applied to reduce dimensionality, 
preparing the data for model training. Various machine learning 

classifiers, including Logistic Regression, Random Forest, Naïve 
Bayes, Support Vector Machine (SVM), and Multilayer Perceptron 
(MLP) algorithms, were evaluated using ROC-AUC, Sensitivity, 
and Specificity. 
 
In addressing RQ2, the researcher aimed to assess the efficacy of 
the models in predicting student re-engagement. This involved 
analyzing the relevant metrics from the modeling experiments to 
identify the best performing model. The researcher carefully 
selected specific sets of features for utilization. These feature sets, 
denoted as F1, F2, and F3, encompass different combinations of 
survey data, free text data, and in-game data, each tailored to 
capture distinct aspects. For each feature set, five types of machine 
learning classifiers were trained using the data from 69 students and 
subsequently tested them on 47 holdout instances to assess their 
predictive performance. The most effective model for classifying 
student re-engagement in WHIMC was identified as the MLP 
classifier, employing survey data (without the free text data) and 
in-game data (positions, observations, and science tools usage) as 
features (F1). This model exhibited exemplary performance with 
an ROC-AUC of 0.81, sensitivity of 70%, and specificity of 79%. 
The metrics of the resulting model highlight it has good 
performance in identifying true negatives, i.e., students who will 
not re-engage with WHIMC. This is important as this enables 
targeted interventions toward students at a higher risk of 
disengagement. 

For future improvements on the study, the recommendation is to 
explore advanced NLP methods to enhance the effectiveness of 
using textual features. Additionally, incorporating more data, 
especially from other schools implementing the WHIMC module, 
could improve the model's generalization and overall performance. 
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ABSTRACT
The Cordillera Administrative Region in the Philippines has a rich
cultural heritage, including cultural statues and monuments.
However, these artifacts are facing threats due to deterioration and
inadequate preservation measures. This study aims to address this
concern by comparing Photogrammetry and NeRF; two advanced
digitization techniques, to accurately preserve digitally these
cultural artifacts. However, more data is yet to be found regarding
the comparative efficiency of these techniques in handling
detailed objects like cultural artifacts. Therefore, this research
aims to conduct a quantitative comparative analysis of
Photogrammetry and NeRF in terms of accuracy, processing time,
and resource requirements. The accuracy of the generated 3D
models has been assessed by comparing them to the physical
artifacts using established evaluation metrics. Processing time and
resource requirements, such as computational power, have been
measured as well to evaluate the efficiency of each technique. By
comparing the performance of Photogrammetry and NeRF, this
study aims to identify the most efficient approach for the digital
preservation of CAR's cultural heritage. The researchers'
hypothesis posits that while Photogrammetry might excel in ideal
settings, its cost intensity could be a bottleneck. Conversely,
NeRF's versatility allows it to perform well when faced with
limitations while remaining cost-effective, making it a good
alternative. By identifying the optimal approach for digitizing the
Cordillera's cultural treasures, the researchers pave the way for
developing effective preservation strategies.

Categories and Subject Descriptors
[Digital Preservation]: 3D Model Reconstruction -
geometric accuracy, ground truth, plane fitting assessment,
cloud-to-cloud comparison,
[Artificial Intelligence]:

General Terms
Machine Learning, Deep Learning,

Keywords
Photogrammetry; Neural Radiance Fields; Splatfacto;
Instant-NGP; Nerfacto

1. INTRODUCTION
One of the rising concerns of our society today is cultural
preservation. Cultural preservation pertains to the restoration and
conservation of artifacts and historical sites. These include
paintings, sculptures, documents, and locations with historical
significance. Cultural preservation is a challenging duty as there
are numerous issues; financial constraints, climate change, and
natural disasters that can cause irreparable damage to cultural
treasures. Cultural heritage sites are legacies that must be
preserved.
As it is known, Numerous conservation efforts include restoring
historical buildings, passing on an ancient craft, or recording
traditional tales. However, These techniques are antiquated and
are not impervious to the passage of time as the artifacts and
landmarks are still subjected to natural elements. Factors such as
deterioration, climate change, and the challenges of limited
resources require innovative solutions to protect these heritage
sites continuously [1].
Storing them digitally through modern techniques is starting to
become a reliable addition to cultural preservation efforts [2].
Numerous cultural institutions have also begun to digitize their
collections to make them more accessible and protected.
Traditional methods are proven inadequate when utilized alone as
they do not address the main issue, which is the inevitability of
any physical artifact’s eventual deterioration. AI algorithms play a
crucial role in identifying damage and formulating targeted
restoration plans for deteriorated artifacts and structures [1].
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Applying both traditional and digital methods together is
preferable to address deterioration concerns.
By leveraging principles of image analysis and computational
geometry, photogrammetry plays a vital role in transforming
visual data into valuable three-dimensional representations,
providing crucial insights [3]. Photogrammetry encompasses
methods of image measurement and interpretation to derive the
shape and location of an object based on the dataset of gathered
photographs [4]. As of now, innovations in the field of
photogrammetry have made it much more flexible in its
application and present new opportunities in the representation of
monuments [5].
Neural Radiance Fields, on the other hand, represent a powerful
framework that excels in capturing complex lighting effects,
intricate details, and realistic textures, making it a pivotal
technology in the realm of computer-generated imagery [6].
However, each scene must be optimized individually, with no
knowledge shared between the images. Unnecessarily
time-intensive and in the limit of single or extremely sparse
views, it is unable to make use of any prior knowledge to speed up
the process of model creation [7]

The utilization of machine learning within Neural Radiance Fields
is instrumental in achieving their remarkable capabilities. These
networks are trained on extensive datasets containing diverse
scenes and lighting conditions, enabling them to generalize and
infer intricate 3D structures from 2D images. During the training
process, the neural networks learn to predict the radiance or color
of a point in 3D space based on its position and appearance in the
input images. This learned representation allows NERF to
generate novel views of a scene with unprecedented realism, even

accommodating dynamic elements. The neural network's ability to
capture complex, non-linear relationships in the data contributes
to generating visually compelling 3D reconstructions, showcasing
the symbiotic relationship between photogrammetry, neural
radiance fields, and the transformative potential of machine
learning in computer vision applications.
However, the efficiency and processing speed of the methods are
yet to be tested and compared. Certain metrics such as the
accuracy and image clarity in regards to exposure to different
kinds of lighting have not been tested on cultural statues and
monuments and in the Cordilleran region specifically.
The researchers aim to find out how the emerging capabilities of
Neural Radiance Fields compare to the established strengths of
photogrammetry. Through meticulous data gathering and
comparison of NeRF and photogrammetry 3D models, relevant
data regarding their respective outputs have been compared to one
another in terms of efficiency, speed, and overall image quality.
The results have been utilized to contribute meaningfully to the
ongoing dialogue surrounding digital preservation, fostering
advancements in the field and supporting informed

decision-making for the conservation of cultural artifacts in urban
settings.

2. METHODOLOGY
This study employs a methodical and experimental quantitative
design to explore digital preservation methods for statues and
monuments in Baguio City. The process begins with a
well-defined research question, focusing on evaluating the current
methods or environmental impact on deterioration. Following a
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thorough literature review, a suitable study design is chosen.
Methodical studies involve interviews and observations, while
experimental setups manipulate variables and utilize control
groups to test preservation techniques. Representative statues are
then selected for sampling.
Figure 1 employs a three-phased methodological framework.
Initially, meticulous textural assessment of the objects is
conducted to establish a benchmark for subsequent geometric
evaluation. This data serves as a crucial reference point for the
later stages. Subsequently, a set of sequential images is acquired
and utilized as datasets for both NeRF-based and
photogrammetric-based 3D reconstruction techniques. Finally, a
comprehensive quality evaluation is performed, encompassing
general and geometric accuracy assessments. Notably, the
geometric accuracy evaluation leverages reference data as ground
truth to ensure the validity and reliability of comparisons.

3. RESULTS AND DISCUSSIONS
Our study explored photogrammetry and Neural Radiance Fields
for preserving Baguio statues and monuments. The researchers
hypothesized that photogrammetry performs better in an ideal
setting, but its cost intensity is an issue, and that NeRF is a viable
alternative. Our findings partially supported this hypothesis.
Models of NeRF showed similar quality to the models of
photogrammetry while using fewer images.

Figure 2. Model to compare NeRF to Traditional
Photogrammetry in regards to efficiency, speed, lighting,

and image quality

Figure 2 was constructed in reference to Figure 1. Displaying a set
of phases and procedures to be conducted to properly assess and
compare photogrammetry and Neural Radiance Fields digital
preservation techniques. The model also employs a three-phased

methodological framework. Respectively, documentation, data
acquisition, and 3D model reconstruction.

Figure 3. Statue Images taken to be used as Datasets

Phase 1, in Figure 3, the statues and monuments in Baguio were
found and documented. Each statue or monument is classified
based on the object’s texture/material used (e.g. metal, cement,
wood, glass, or mixed). Detailed documentation included notes on
material composition, and surrounding lighting conditions at
multiple times of the day. A table containing the statues’ primary
data can be observed below.

Name Lighting Material Surface
Finish

Crucifix
Statue

Harsh
Directional
Lighting

Painted Smooth

Manuel L.
Quezon
Statue

Diffused
Lighting

Painted
Concrete

Rough

Centennial
Marker

Harsh
Directional
Lighting

Marble Smooth

Burnham
Bust

Harsh
Directional
Lighting

Painted
Concrete/Mar
ble

Smooth

Emilio
Aguinaldo
Monument

Diffused
Lighting

Concrete Rough

Figure 4. Table of Classification of the Statues

It is shown in Figure 4 that three of the statues were documented
with harsh directional lighting due to sunlight, while the other two
were documented during a calmer clime. The materials of the
statues were predominantly concrete, or painted concrete, while
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one statue was made from stone. Regarding the surface finish, on
the other hand, only 2 statues were smooth while the rest were
rough. These listed attributes were taken into consideration in the
evaluation of the outputted 3D models.

For data acquisition, the researchers made sure to employ certain
image capture guidelines. Particularly, image overlapping, taking
more photos than required, effective use of the frame, good
lighting, and avoiding blind spots. These guidelines helped ensure
that the quality and formatting of the images were uniform.
However, since the researchers were only able to use phones for
data collecting, consequently, a few issues were encountered.
Specifically, limited storage life and battery capacity, lower
resolution, and lack of configuration options for the camera.
Furthermore, the researchers meticulously documented the
hardware specifications, particularly those relevant to
photogrammetry and NeRF dataset processing. The chosen
hardware plays a critical role in evaluating the comparative
performance between these two techniques, as both are inherently
dependent on hardware capabilities and input data. Due to
limitations imposed by a mid-tier GPU with only 8GB of VRAM,
the researchers implemented a pre-processing step for the photo
dataset to reduce VRAM consumption. This pre-processing also
facilitates a more efficient rendering process within the
photogrammetry and NeRF software, focusing computational
resources solely on the object of interest.

Figure 5. Creation of the Dataset for the
Statues

Then, in Phase 2, Figure 5, the researchers proceeded with the
creation of datasets to push the boundaries of 3D reconstruction
using Neural Radiance Fields (NeRF). The researchers chose
cultural artifacts like statues and monuments, considering their
size, intricate shapes, and diverse materials. To make things even
more in-depth, the statues and monuments were photographed
under different lighting conditions.

Figure 6. Images masked for use

As seen in Figure 6, the images for the dataset have undergone
data cleaning, and unnecessary details such as their backgrounds
have been covered. The researchers manually masked the
individual images through the use of Adobe Photoshop 2024 and
its mask layering feature. This process was used to hide parts of
the images without deletion. The images were then exported as
PNGs to maintain the mask layering.

Figure 7. The Photogrammetric Reconstruction Process of the
Statues

After gathering and cleaning images for the dataset, the
researchers proceeded with Phase 3. In Figures 7 and 8, a
comparative reconstruction of the statues and monuments is
shown. In this phase, the researchers used the constructed datasets
to apply Nerfacto which is an implementation of NerfStudio,
Alongside this process, photogrammetric models were
reconstructed using Agisoft Metashape. The evaluation focused
on reconstruction speed, accuracy (both large-scale shape fidelity
and detail preservation), and the influence of lighting variations.
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Figure 8. NeRF Reconstruction Process of the Statues
This phase delves into the granular analysis and optimization of
the chosen NeRF-based reconstruction workflow. A battery of
metrics, encompassing error calculations (e.g. STD, Mean_E,
RMSE, MAE), cloud-to-cloud comparisons, and performance
profiling have been employed to rigorously quantify the strengths
and weaknesses of the used NeRF approach.
Metrics comparing the results of the Neural Radiance Fields
method against ground truth photographs guided our refinement

process. Our analysis also compared results from advanced mesh
optimization features within Agisoft Metashape.

Statue /
Monument

Photogrammetry
Time(Seconds)

Nerfacto Time
(Seconds)

Emilio Aguinaldo
Statue

342 1036

Burnham Statue 769 1215

Manuel L, Quezon
Bust

347 1022

Centennial Marker 330 990

Crucifix Statue 327 1064

MEAN 423 1065.4

Figure 10. Table of Total Time Processed

In Figure 10, Nerfacto took a considerably longer amount of time
compared to its more traditional counterpart, photogrammetry.
With a mean of “1065.4”, larger than twice the photogrammetry’s
mean of “423”. The researchers hypothesize that NeRF’s
utilization of machine learning has caused this difference in
processing time.

Through proper surveying, and the compilation of relevant images
with varying viewpoints, lighting, and time of the day taken; the
researchers have managed to create a dataset that satisfies the
requirements of NeRF and photogrammetry, allowing the

researchers to properly utilize variants of both digital preservation
techniques to recreate the statues to an adequate degree. Through
the utilization of both the models that were produced by NeRF
and photogrammetry techniques, the researchers performed a
comparative reconstruction where the models were judged with
set metrics and compared to the ground truth image of the statues.
The metrics were measured via numerous error calculations, to
determine its efficiency in terms of speed, lighting, and image
quality.
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Notably, photogrammetry required a significantly larger image
set, suggesting its inherent labor-intensiveness [8] and the
diminishing final product accuracy when analyzing an object from
afar without multiple control ground points [9]. While NeRF
achieved model generation with fewer images, its quality suffered
accordingly, highlighting its dependence on a substantial dataset
as well for accuracy and fidelity. Also, NeRF models its input
using infinitesimally small 3D points along a ray, which causes
aliasing when rendering views of varying resolutions [10].
In Phase 3, Figure 5, the researchers were able to maximize the
capabilities of both NeRF and photogrammetry and their
techniques within hardware constraints. This involved
reprocessing incomplete or inaccurate models until obtaining the
optimal outcome.
While quantitative results are pending, the study's findings
temporarily position NeRF as a viable alternative to
photogrammetry, albeit not a direct replacement. Both techniques
demonstrate unique strengths and weaknesses, rendering their
suitability context-dependent.
This research study centered on a comparative analysis of the
efficiency of Neural Radiance Fields-based 3D reconstruction
techniques versus established photogrammetry methods for the
digital preservation of cultural heritage objects. Specifically, for
the scope, the focus is on statues and monuments located within
Baguio City. Only Nerfacto, an implementation of NeRFStudio,
and established photogrammetry methods have been evaluated to
pinpoint the most appropriate approach for accurately capturing
these heritage assets. The researchers employed quantitative
metrics. These include error calculation, cloud-to-cloud
comparison, and profiling in assessing geometric accuracy and
fidelity. This study prioritized object materials (stone, metal,
wood), and varying lighting conditions, alongside analysis of
factors like rendering time and image texture quality.

4. CONCLUSIONS AND
RECOMMENDATIONS

This study lays the groundwork for further exploration of NeRF
and photogrammetry in digital preservation. To advance the
understanding and utilization of these techniques, several avenues
for future research can be pursued. The digital landscape is
actively advancing, and both NeRF and photogrammetry are no
exceptions. It is crucial to delve into recent and versatile variants
of these methodologies. Evaluating their strengths and limitations
in the context of cultural heritage preservation can offer valuable
insights. Another way is by developing robust comparative
frameworks that go beyond basic error calculations, for it is
essential. Metrics should encompass factors such as geometric
accuracy, material authenticity, textural fidelity, and visual
realism. Ground truth data obtained from high-precision scanning
technologies should be used for comparative evaluation, ensuring
the reliability and objectivity of comparisons. Establishing
standardized benchmarks and data sets would enable researchers
to share and compare their findings more effectively.
Both techniques show ample potential in fields other than cultural
preservation. 3D model reconstruction in architecture, gaming,
filmmaking, and even forensics where a crime scene can be
reconstructed in 3D to offer a different and perhaps more holistic
point-of-view. These examples are only a few of the many
directions that could be taken when utilizing photogrammetry and
NeRF, highlighting their versatility even more.

Lastly, while NeRF and photogrammetry are two distinct
techniques, exploring the possibility of integration or the creation
of a hybrid may prove beneficial to the field of study.
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ABSTRACT
Creative coding is an experimentation-heavy activity that requires
translating high-level visual ideas into code. However, most lan-
guages and libraries for creative coding may not be adequately in-
tuitive for beginners. In this paper, we present AniFrame, a domain-
specific language for drawing and animation. Designed for novice
programmers, it (i) features animation-specific data types, oper-
ations, and built-in functions to simplify the creation and anima-
tion of composite objects, (ii) allows for fine-grained control over
animation sequences through explicit specification of the target
object and the start and end frames, (iii) reduces the learning
curve through a Python-like syntax, type inferencing, and a min-
imal set of control structures and keywords that map closely to
their semantic intent, and (iv) promotes computational expressivity
through support for common mathematical operations, built-in
trigonometric functions, and user-defined recursion. Our usabil-
ity test demonstrates AniFrame’s potential to enhance readability
and writability for multiple creative coding use cases. AniFrame is
open-source, and its implementation and reference are available at
https://github.com/memgonzales/aniframe-language.

KEYWORDS
Creative coding, programming language design, exploratory pro-
gramming, domain-specific language, animation

1 INTRODUCTION
Recent years have seen an increased interest in creative coding, or
programming with an artistic rather than a functional intent, espe-
cially in engaging artistic expression and computational thinking
among novice programmers [9, 10]. It has been described as an ex-
pressive and exploratory activity [2], with creative coders having to
translate high-level visual ideas into code and go through multiple
rounds of incremental refining (or even switching to another idea
altogether) depending on the resulting output.

The difficulty of repeatedly mapping mental models to computer-
compatible code is the crux of programming. Hence, from a human-
centered viewpoint, programming languages and, by extension,
libraries are not only notations or frameworks for writing code but,
more importantly, user interfaces purposely designed to facilitate
this mapping and make the programming task easier [17].

Figure 1: Sample AniFrame Code and Resulting Output. De-
signed for novice programmers, AniFrame supports a varied set of
features that simplify the creation of composite objects and provide
fine-grained control over animation, thus facilitating expressivity
and exploration for creative coding.

To this end, libraries dedicated to creative coding [12–14, 21, 31]
have been developed to provide an ecosystem and set of constructs
for drawing and animation. However, using a library presupposes
proficiency in the language for which it was created. Some syntactic
and semantic aspects may also not be readily intuitive for novice
coders. Examples include p5.js’ and Cinder’s use of braces for block
demarcation, which they carry over from JavaScript and C++, re-
spectively [13, 14, 24]; p5.js’ mechanics for layering drawn objects,
which have been characterized as challenging [27]; and Cinder’s
interfacing with OpenGL, which can pose a steep learning curve
for programmers with no prior experience in graphics APIs [16].

Meanwhile, few domain-specific languages for animation have
been designed, with most of them, such as ActionScript 3.0 [29]
and Processing [26], following an object-oriented programming
paradigm. Although this results in highly structured code, having
to create classes and instantiate them even for simple programs
impedes rapid prototyping and has been noted to increase the
difficulty of learning for beginning programmers [20].

In this paper, we present AniFrame, an open-source domain-
specific language for two-dimensional drawing and frame-based
animation for novice programmers. The language’s core principles
and features are as follows:

• Ready Support for Animation-Specific Constructs. AniFrame
features animation-specific data types (e.g., for drawn objects
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and colors), operations (e.g., for mixing colors and simpli-
fying the layering of objects into composite objects), and
built-in functions for shapes and affine transformations.
• Fine-Grained Control Over Animation. AniFrame adopts a

frame-based strategy where programmers explicitly specify
the object to be animated, along with the start and end frames
for the animation sequence. Settings such as the frame rate
and the total number of frames can also be configured.
• Reduced Learning Curve.AniFrame follows a Python-like syn-

tax, limits the number of keywords and control structures to
a minimum, and tries to use keywords that are close to their
semantic intent (e.g., Text instead of string). Specifying
data types is optional since type inferencing is enforced.
• Computational Expressivity. AniFrame supports common

mathematical operations, built-in trigonometric functions,
and user-defined recursive functions. Their utility is demon-
strated in creating self-similar patterns, such as fractals.

2 RELATEDWORKS
Similar to traditional programming, creative coding involves trans-
lating ideas into a sequence of instructions for a computer to process.
However, it differentiates itself in that its goal is the expression of
art rather than the development of functional software [9]. It thus
opens a variety of functions, ranging from recreational (e.g., making
digital sketches and installations [4]) to practical (e.g., introducing
coding concepts to novice and non-programmers [10]) intents.

With the increased interest in creative coding in recent years,
various tools have been developed to ease the coding process and
support creativity among programmers and artists alike [4]. These
tools can be broadly categorized into domain-specific languages,
desktop-based libraries, and web-based libraries [27].

Among the few domain-specific languages that have been de-
veloped, the most widely used are Processing [26] and Action-
Script [29]. Processing is a simplification of Java for animation. Ac-
tionScript was created to accompany the now-discontinued Adobe
Flash, and, with its latest release (version 3.0), it became a superset
of ECMAScript. Both follow an object-oriented paradigm (OOP),
thus promoting reusability and modularity; however, this may be
overly complicated for simple drawing and animation use cases, as
well as cognitively demanding for novice programmers [20, 33].

Libraries for creative coding were developed later on, as lan-
guages and browsers extended support for more features and im-
proved their portability. Desktop-based libraries include vvvv [5],
which supports more sophisticated functionalities such as 3D ren-
dering and machine learning but runs only on .NET ecosystems;
C4 [12], which provides a simplified API for mobile-specific fea-
tures but runs only on iOS; and Cinder [13], which is cross-platform
but can be difficult to learn for those without prior experience
with OpenGL [27]. Web-based libraries, such as p5.js [14] and
Sketch.js [31], are mostly written in JavaScript [27] and, therefore,
presuppose knowledge of JavaScript, which may not be suited for
beginners due to its global variable-based programming model [6].

While these tools have proved helpful in a variety of use cases,
most domain-specific languages for creative coding assume famil-
iarity with OOP, and libraries require experience with their base
ecosystem or language, thereby increasing the learning curve for

beginners. AniFrame thus borrows design elements from these tools
and also attempts to improve accessibility for novice coders, while
still maintaining expressivity for more elaborate use cases.

3 LANGUAGE DESIGN
AniFrame’s design is grounded in (i) ready support for animation-
specific constructs, (ii) fine-grained control over animation, (iii) re-
duced learning curve, and (iv) computational expressivity.

3.1 Animation-Specific Features
The domain-specificity of AniFrame derives from its animation-
specific features, as reflected in its data types, operations, built-in
functions, and frame-based approach to animation.

3.1.1 Data Types and Operations. AniFrame features three stan-
dard data types: (i) Text for strings, (ii) Number for floating-point
and integer values, and (iii) List for collections of data that are
possibly heterogeneous (i.e., of different data types). Moreover, it
supports three domain-specific types: (i) Object for shapes and
composite objects, (ii) Color for colors (which can be initialized in
either hex or RGB), and (iii) Coord for coordinate pairs.

Selected operations between these domain-specific types are also
permitted. For example, adding two objects creates a composite
object, where the second operand is layered on top of the first
operand. Adding two colors is equivalent to color mixing, while
subtracting two colors is equivalent to color subtraction. Operations
on coordinates are also defined in a component-wise fashion.

On a syntactic note, the word choices for data types were selected
to be as intuitive and close as possible to their semantic intent; for
instance, Textwas chosen instead of string, and Number instead of
float or int, following the results of the empirical study conducted
by Stefik and Siebert [30] among novice programmers.

3.1.2 Built-In Functions. AniFrame provides a varied set of built-
in functions for 2D drawing and animation, as listed in Table 1.

The largest class of built-in functions comprises those for draw-
ing, styling, and animating objects. To facilitate rapid prototyping,
each animation function has a version that applies the affine trans-
formation only on the 𝑥-axis, only on the 𝑦-axis, and on both axes.
In terms of syntax, their names purposely depart from their formal
mathematical terminologies (e.g., move, turn, and resize instead
of translate, rotate, and scale) in order to make their seman-
tic intent more readily understood even by programmers without
specialized mathematical background.

Common mathematical functions (e.g., square root and pseudo-
random number generation) and trigonometric functions, which
are important in programmatic animation [22], are also available
out of the box for computational expressivity.

Moreover, in order to assist in debugging, the built-in method
info() can be called to display values or, in the case of objects, their
internal representations (discussed in Section 4.3), while type()
can be invoked to display the data types of variables.

3.1.3 Frame-Based Animation. AniFrame adopts a frame-based
approach to animation, where (i) all the built-in functions have
required parameters for specifying the start and end frames, and
(ii) an animation is applied only to the target object calling it. For
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example, to move an object x by 3 units to the right starting at
frame 10 and ending at frame 20, the code is x.moveX(3, 10, 20).

This approach affords the programmer fine-grained control over
animation sequences while still allowing for rapid prototyping
since the appearance and position of the object in the in-between
frames are automatically computed under the hood. In this regard,
AniFrame takes after the idea of keyframes and tweening in Flash.

AniFrame’s principle of applying an animation only to the target
object calling it attempts to address pain points in the stack-based
approach of OpenGL (and later inherited by Processing and p5.js),
where an animation is applied to all the objects created subsequent
to the animation function call unless reset via pop() [14, 15, 26].

3.2 Control Structures
AniFrame is a Turing-complete language in that it has sequential,
conditional, and iterative control structures. With regard to condi-
tionals, two-way selection using if...else and multiple selection
using else if are supported. The decision to have only a single
multiple selection structure (i.e., not supporting switch...case
for instance) is deliberate; AniFrame tries to limit the number of
keywords and control structures to a minimum in order to maintain
a low learning curve for novice programmers.

AniFrame features three classes of iterative control structures:
(i) precondition-controlled loops using while, (ii) count-controlled
loops using repeat, and (iii) collection-controlled loops using
for...in. Including a dedicated count-controlled loop is an at-
tempt to increase readability and writability for use cases such
as repeating an object’s movement a predefined number of times.
A break statement is also provided to prematurely escape loops.
However, unconditional branching (e.g., via goto) is not supported
in order to discourage "spaghetti" control flows [32].

3.3 Type System and Scoping Rules
AniFrame follows a static type system with support for both ex-
plicit and implicit type declaration (the latter via type inferencing).
The motivation for preferring a static over a dynamic type system
is to promote increased reliability and code maintainability [11].
Empirical results [23] have also pointed towards the advantage
of static type systems for performing tasks that involve working
with previously unknown API functions; in principle, this may also
apply to AniFrame since a significant part of the initial learning
curve entails developing familiarity with its built-in functions.

In terms of scoping, AniFrame follows static (lexical) scoping.
Creating user-defined functions is supported, but nested functions
are not allowed. Any variable declared outside a function is con-
sidered a global variable. A function can read the value of a global
variable but cannot modify it, except when it is an object; this excep-
tion makes it easier to modularize the creation of composite objects
by eliminating the need to pass the base object as a parameter (as
demonstrated in Section 5.1). When a local variable inside a func-
tion shares the same name as that of a global variable, the global
variable cannot be read inside that function. Since the target users of
AniFrame are novice programmers, these restrictions are set to sim-
plify the semantics of global scoping and prevent often-unintended
side effects when working with global variables [25].

Listing 1: Sample Code Snippet for Demonstrating Ani-
Frame’s Implementation

1 nose: Object = rectangle(-650, 250, 800, 15)
2 nose.fill("#C2B280")
3 frame = 1
4 repeat 3:
5 nose.moveX(20, frame, frame + 100)
6 frame += 101
7 pinocchio: Object = circle(0, 250, 200)
8 pinocchio += nose

Syntactically, blocks are demarcated via indentations; in this
regard, AniFrame takes after Python, which is well regarded for its
readability and writability [1].

4 LANGUAGE IMPLEMENTATION
AniFrame is an interpreted language. To maintain a strict separa-
tion of concerns, its implementation is divided into three stages:
(i) lexical analysis, (ii) parsing, and (iii) semantic analysis. The han-
dling modules, namely the lexer (for lexical analysis), parser (for
parsing), and interpreter (for semantic analysis), were written in
Python using the language recognition tool ANTLR 4 [18].

4.1 Lexical Analysis
First, the lexer performs lexical analysis, converting the source
code into a list of tokens following a longest-match-wins strat-
egy [18] and stripping out comments. For illustration, a sample
code snippet and its partial token stream are given in Listing 1 and
Table 2, respectively. The patterns for the tokens are defined using
regular expressions. In addition, since AniFrame borrows Python’s
indentation-based block demarcation, special tokens for indenta-
tions and outdentations are generated following the stack-based
algorithm described in the Python Language Reference [8].

4.2 Parsing
After the lexical analysis, the parser creates a parse tree (Figure 2).
This parser is generated via ANTLR’s adaptive LL(*) parsing strat-
egy, a predictive approach that involves an arbitrary lookahead
and the launching of multiple pseudo-parallel subparsers for effi-
ciency [19]. AniFrame’s grammar is expressed using a variant of
extended Backus-Naur form.

4.3 Semantic Analysis and Code Generation
After the parse tree is generated, the interpreter traverses it in
order to determine the semantic intent of the statements in the
source code. This traversal can be performed using either ANTLR’s
listener or visitor interface [18], but since it is necessary to return
the results of visiting certain nodes (e.g., to update the symbol
table) and propagate certain values up the parse tree, AniFrame’s
implementation employs the visitor pattern.

As the parse tree is traversed and expressions are resolved, the
interpreter also builds a JSON-like intermediate code that consists
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Table 1: Built-In Functions in AniFrame

Category Functions
Shapes point(), line(), curve(), circle(), ellipse(), triangle(), rectangle(), quad() (for quadrilaterals), polygon(),

write() (for text boxes)
Styling fill(), stroke()
Translation move(), moveX(), moveY()
Rotation turn(), turnX(), turnY()
Scaling resize(), resizeX(), resizeY()
Shear shear(), shearX(), shearY()
General Math rand_num(), rand_int(), sqrt()
Trigonometry sin(), cos(), tan(), asin(), acos(), atan(), atan2(), to_deg(), to_rad()
Miscellaneous draw() (for placing objects on the canvas), info() (for displaying values or, in the case of objects, their internal

representations), type() (for displaying data types)

Table 2: Partial Token Stream for Listing 1

Line # Column # Token Lexeme
1 1 IDENTIFIER nose
1 5 COLON :
1 7 OBJECT_TYPE Object
1 14 ASSIGNMENT_OP =
1 16 RECTANGLE rectangle
1 25 OPEN_PARENTHESIS (
1 26 MINUS_OP -
1 27 INTEGER_LITERAL 650

... ... ... ...

Figure 2: Partial Parse Tree for Listing 1. This figure focuses
on the repeat loop (Lines 4 to 6). Terminals are underlined.

of two dictionaries: Drawing and Animation (Listing 2). Drawing
stores the drawn objects, their constituent shapes, and the styles (i.e.,
their stroke and fill colors) of each constituent shape. Animation

Listing 2: Intermediate Code Generated for Listing 1

1 "Drawing": {
2 "nose": [{"fill": "#C2B280",
3 "stroke": "DEFAULT_STROKE", "shape":
4 "rectangle(-650, 250, 800, 15)"}],
5 "pinocchio": [{"fill": "DEFAULT_FILL",
6 "stroke": "DEFAULT_STROKE", "shape":
7 "circle(0, 250, 200)"}, {"fill": "#C2B280",
8 "stroke": "DEFAULT_STROKE", "shape":
9 "rectangle(-650, 250, 800, 15)"}]

10 }
11 "Animation": {
12 "nose": [{"action": "moveX", "start": 1,
13 "end": 101}, {"action": "moveX", "start": 102,
14 "end": 202}, {"action": "moveX", "start": 203,
15 "end": 303}]
16 }

stores the drawn objects, the animations applied to them, and the
start and end frames for each animation.

The rationale for this internal representation is twofold. First,
although programmers do not have to be aware of this under-the-
hood representation, AniFrame provides a function to view it to
facilitate debugging, especially for more experienced users. Hence, a
conceptually intuitive and human-readable representation is prefer-
able. Second, since the Drawing and Animation dictionaries are
updated as nodes in the parse tree are visited, utilizing a data struc-
ture that supports 𝑂 (1) lookups and updates is critical to speeding
up the intermediate code generation.

After the entire parse tree is traversed and the intermediate
code is generated, the interpreter converts the intermediate code to
the target code. The target code is in JavaScript and follows p5.js’
semantics to allow the output to be displayed on web browsers
using its player. To this end, each entry in the Drawing dictionary
is converted to a class. The entries in the Animation dictionary
are processed to yield a series of conditionals, each corresponding
to a sequence of frames of continuous, identical animation.
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4.4 Error Handling
Separation of concerns is also observed in error handling. Lexical
errors (e.g., a token not matching any of the patterns in the lexer
grammar) are caught by the lexer during lexical analysis. Syntax er-
rors (e.g., mismatched parentheses) are caught by the parser during
syntactic analysis. To complement ANTLR’s default error recovery
strategy and to output more tailored error messages, the parser
grammar also includes special production rules for catching com-
mon errors, such as specifying an incorrect number of coordinates
in a Coord pair. Semantic errors (e.g., incompatible operands) are
caught by the interpreter during semantic analysis.

The impact of error messages on the programming experience
of novice programmers has been emphasized in human-computer
interaction studies [3, 7, 28]. To maximize the helpfulness and utility
of error messages, AniFrame attempts to avoid terse, technical
phrasing; for example, instead of "unsupported operand type(s)
for +: 'int' and 'str'", AniFrame displays "+ operator between
Number and Text is not supported." Line numbers of errors are
displayed, along with column numbers for lexical and syntactic
errors. AniFrame also takes advantage of ANTLR’s adaptive LL(*)
parsing and error recovery strategy, which are purposely designed
to reduce cascading error messages [18, 19].

5 SAMPLE USE CASES
We demonstrate the utility and expressivity of AniFrame as a
domain-specific language for creative coding through two sample
use cases: animating a composite object and drawing a Sierpiński
triangle via recursion.

5.1 Animating a Composite Object
The code for creating and animating a composite object in Ani-
Frame and the output are provided in Listings 3 to 5 and Figure 3,
respectively. As discussed in Section 3.1.1, the semantics of the
addition operator simplifies the layering of objects into composite
objects (Lines 9, 23, and 37 in Listing 3). It is also possible to create
reusable object templates via user-defined functions (Listing 4 and
Lines 17, 18, 20, and 21 in Listing 3).

The stacking of objects on the canvas is controlled by the order of
the draw() statements in Lines 43 to 50 in Listing 3; the parameters
of these statements pertain to the start and end frames of the objects’
appearance on the canvas. Meanwhile, Listing 5 shows how custom
animations can be created using AniFrame’s built-in animation
functions and control structures.

Other language constructs demonstrated in Listing 3 include
explicit type declaration (Lines 7 and 8), type inferencing (Lines 1
and 2), and type coercion (Lines 1, 3, and 4; the inferred data type
of kabi_color is Text, but it was implicitly converted to Color
when passed as an argument to fill() and stroke()).

5.2 Drawing with Recursion
To show the computational expressivity of AniFrame, we use it to
programmatically generate a Sierpiński triangle, a fractal with the
overall shape of an equilateral triangle. It is recursively constructed
by connecting the midpoints of an equilateral triangle, removing the
central triangle formed, and repeating these steps for the remaining
(smaller) equilateral triangles.

Listing 3: Sample Code for Creating a Composite Object

1 kabi_color = "#ffb6c1"
2 kabi_body = circle(250, 250, 270)
3 kabi_body.fill(kabi_color)
4 kabi_body.stroke(kabi_color)
5
6 cheeks_color = "#cc4668"
7 l_cheek: Object = ellipse(170, 260, 40, 20)
8 r_cheek: Object = ellipse(330, 260, 40, 20)
9 kabi_cheeks: Object = l_cheek + r_cheek

10 kabi_cheeks.fill(cheeks_color)
11 kabi_cheeks.stroke(cheeks_color)
12
13 # NOTE: Insert function definition of make_part(),

as given in Listing 4
14
15 black = "#000000"
16 white = "#ffffff"
17 l_eye = make_part(220, 210, 38, 90, black)
18 l_eye_shine = make_part(220, 185, 20, 40, white)
19 l_eye += l_eye_shine
20 r_eye = make_part(280, 210, 38, 90, black)
21 r_eye_shine = make_part(280, 185, 20, 40, white)
22 r_eye += r_eye_shine
23 kabi_eyes: Object = l_eye + r_eye
24
25 smile: Object = curve(230, 150, 230, 272, 270,

272, 270, 150)
26 smile.stroke(black)
27 smile.fill(kabi_color)
28
29 l_foot = make_part(160, 370, 135, 100,

cheeks_color)
30 r_foot = make_part(340, 370, 135, 100,

cheeks_color)
31
32 # NOTE: Insert function definition of make_hand(),

as given in Listing 4
33
34 r_hand = ellipse(130, 280, 100, 110)
35 l_hand = make_hand()
36
37 hoshi_no_kabi: Object = r_hand + kabi_body
38 hoshi_no_kabi.fill(kabi_color)
39 hoshi_no_kabi.stroke(kabi_color)
40
41 # NOTE: Apply animation on l_hand (Listing 5)
42
43 l_foot.draw(1, 1000)
44 r_foot.draw(1, 1000)
45 l_hand.draw(1, 1000)
46 hoshi_no_kabi.draw(1, 1000)
47 l_eye.draw(1, 1000)
48 r_eye.draw(1, 1000)
49 kabi_cheeks.draw(1, 1000)
50 smile.draw(1, 1000)
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(a) Frame 1 (b) Frame 9 (c) Frame 38

Figure 3: Composite Object Drawn and Animated in Ani-
Frame. The figure (a character sprite waving its left hand) shows
selected frames from the output of the code in Listings 3 to 5.

Listing 4: User-Defined Drawing Functions in Listing 3

1 func make_part(x: Number, y: Number, w: Number,
h: Number, color: Color) returns Object:

2 part: Object = ellipse(x, y, w, h)
3 part.fill(color)
4 part.stroke(color)
5 return part
6
7 func make_hand() returns Object:
8 sugoi = ellipse(360, 160, 100, 110)
9 sugoi.fill(kabi_color)

10 sugoi.stroke(kabi_color)
11 return sugoi

Listing 5: Animating the Left Hand (l_hand) in Listing 3

1 func wave_hand(frame: Number, delta: Number):
2 repeat(3):
3 l_hand.move(1, 2, frame, frame + delta)
4
5 func wave_hand_up(frame: Number, delta: Number):
6 repeat(3):
7 l_hand.move(-1, -2, frame, frame + delta)
8
9 frame = 1

10 delta = 12
11 repeat(3):
12 wave_hand(frame, delta)
13 wave_hand_up(frame + delta, delta)
14 frame += 2 * delta

The code for creating a Sierpiński triangle in AniFrame and the
resulting output are provided in Listing 6 and Figure 4, respectively.
Aside from recursion, this code also demonstrates other constructs
in the language, including lists (Line 1 in Listing 6), support for com-
mon mathematical operations (rand_int() in Line 6 and sqrt()
in Line 14), and global scoping for objects (Lines 7 and 13; global
scoping is discussed in Section 3.3).

Listing 6: Sample Code for Creating a Sierpiński Triangle

1 colors = ["#CCE1F2", "#C6F8E5", "#FBF7D5",
"#F9DED7", "#F5CDDE", "#E2BEF1"]

2
3 func sierpinski(x1: Number, y1: Number,

x2: Number, y2: Number, x3: Number, y3: Number,
step: Number):

4 if step != 0:
5 shape = triangle(x1, y1, x2, y2, x3, y3)
6 shape.fill(colors[rand_int(0, 5)])
7 triangles += shape
8
9 sierpinski(x1, y1, (x1+x2)/2, (y1+y2)/2,

(x1+x3)/2, (y1+y3)/2, step-1)
10 sierpinski(x2, y2, (x1+x2)/2, (y1+y2)/2,

(x2+x3)/2, (y2+y3)/2, step-1)
11 sierpinski(x3, y3, (x3+x2)/2, (y3+y2)/2,

(x1+x3)/2, (y1+y3)/2, step-1)
12
13 triangles: Object = point(0, 0)
14 sierpinski(0, 0, 600, 0, 300, 300*sqrt(3), 8)
15 triangles.draw(1, 100)

(a) Step = 2 (b) Step = 3 (c) Step = 8

Figure 4: Sierpiński Triangle Drawn in AniFrame. The figure
was generated programmatically using recursion. The code is given
in Listing 6; the step is dictated by the last argument in Line 14.

6 USABILITY TEST
In order to have an initial assessment of AniFrame’s readability
and writability, we conducted a preliminary usability test. Among
the six respondents, three had taken an introductory programming
course (covering variables, conditionals, and loops) but have been
coding for less than four months; the other three have at least one
year of programming experience.

The respondents were asked to complete five programmatic
drawing and animation tasks (Table 3) in both AniFrame and p5.js.
All six respondents had no previous exposure to AniFrame and p5.js
and instead referred to their respective documentation while doing
the tasks; in order to mitigate the influence of the documentation,
we patterned AniFrame’s documentation after that of p5.js. The
coding environment was a browser-based text editor without auto-
complete. No time limit was set, but the respondents were allowed
to give up if they felt that a task was too difficult.
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Table 3: Tasks Given in the Usability Test. U1, U2, and U3 had taken an introductory programming course but have been coding for less
than four months. U4, U5, and U6 have at least one year of programming experience. A tick mark (✓) indicates that the respondent was able
to accomplish the task.

# Task Intent Tested AniFrame p5.js
U1 U2 U3 U4 U5 U6 U1 U2 U3 U4 U5 U6

1 Draw a circle and make it move
from left to right

Drawing a shape and applying
a single transformation

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

2 Display the text "Hello world"
on a blue canvas

Working with Text, drawing
a text box, and setting canvas-
level configurations

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

3 Draw a triangle and make it
move up and down thrice at 5
frames per second

Drawing a simple shape and ap-
plying multiple transformations

✓ ✓ ✓ ✓ ✓ ✓ ✓

4 Draw a traffic light by creating
red, green, and yellow signal
lights and enclosing them in a
rectangular border

Working with Color and draw-
ing a composite object

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

5 Draw a simple face with eyes,
nose, and mouth, and make the
eyes (and only the eyes) move
from left to right

Drawing a composite object and
applying a transformation to
only a component of it

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

As seen in Table 3, all six respondents were able to complete
Tasks 1 and 2 in both AniFrame and p5.js. Task 4 was completed by
all six respondents in AniFrame and by five respondents in p5.js.
On the other hand, Task 3 was accomplished by five respondents
in AniFrame but only by two respondents in p5.js (both of which
have at least one year of programming experience). Lastly, Task 5
was accomplished by five respondents in AniFrame and by four
respondents in p5.js.

Task 3 involved making a triangle move up and down thrice.
All six respondents first tried searching for a "move" function in
the documentation but did not obtain any hits in p5.js since it uses
"translate". In relation to this, U2, U4, and U5 mentioned that they
appreciate AniFrame’s use of the less technical term "move" since
it is more accessible for beginners.

Coding in p5.js, U2 and U4 were able to move the triangle uni-
directionally via translate() and Vector but were unable to im-
plement the required change in direction. U5 did not use these
constructs and instead opted for a frame-by-frame approach, manu-
ally adjusting the 𝑦-coordinate of the triangle per frame (Listing 7).
U3 followed a similar approach but was unable to limit the motion
to three times since they coded a loop for the counter whereas the
semantics of p5.js require a conditional (Line 8 of Listing 7).

Meanwhile, coding in AniFrame, all six respondents utilized the
built-in moveY() function (Listing 8). The respondents found the
task to be easier in AniFrame (U1, U2, U4, U5, and U6), noting that
it led to "significantly more readable and fewer lines of code" (U1)
and required "less mental gymnastics since the repeat loop and
moveY() work as expected compared to p5" (U2). However, one
of the respondents (U3) was unable to finish the task since they
did not adjust the frame parameter of the moveY() statement that
corresponds to the change in direction.

Listing 7: p5.js Code of U5 for Task 3 of Usability Test (Moving
a Triangle Up and Down Thrice)

1 function setup() {
2 createCanvas(720, 400); frameRate(5);
3 }
4
5 y = 75; delta = 5; ctr = 3;
6
7 function draw() {
8 if (y <= 200 && y >= 0 && ctr + 1 >= 0) {
9 background(200);

10 triangle(30, y, 58, y-55, 86, y);
11 y += delta;
12 } else {
13 delta *= -1; y += delta; ctr--;
14 }
15 }

Task 5 involved drawing a simple face (with eyes, nose, and
mouth) and animating only the eyes. Coding in p5.js, U2 was able
to draw all the required facial features but, since they drew the
eyes before the other features, the animation intended for the eyes
cascaded down to the other features as a result of the stack-based
semantics of p5.js (Section 3.1.3). This pain point was not observed
in AniFrame since it was purposely designed such that an anima-
tion is applied only to the target object calling it. Moreover, the
AniFrame code was described to be easier to write and trace since
the target object is clearly specified when performing the animation
function call (U2, U4, and U5).
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Listing 8: AniFrame Code of U5 for Task 3 of Usability Test
(Moving a Triangle Up and Down Thrice)

1 set FRAME_RATE to 5
2 i=0
3 repeat(3):
4 shape = triangle(30, 75, 58, 20, 86, 75)
5 shape.moveY(20, 1+i, 80+i)
6 shape.moveY(-20, 81+i, 160+i)
7 i += 160
8 shape.draw(1, 1000)

From the post-task semi-structured interview and the respon-
dents’ impressions, all six respondents cited AniFrame’s readability
as a major contributing factor to its suitability for beginning pro-
grammers. Its smaller set of functions also made it "less intimidating
and a good starting point for animation" (U6).

With regard to the points for improvement, U3 and U5 noted that,
although the frame-based approach allowed for fine-grained con-
trol, having to specify the start and end frames for every animation
function call may not be readily intuitive for novice programmers
and for those unfamiliar with the concept of frames in the first place.
U2 suggested augmenting the coding environment with a visual rep-
resentation of the frames vis-à-vis the animation timeline. Another
recommendation was to allow for the canvas dimensions, canvas
background, and frame rate to be accessible as special variables.

7 CONCLUSION
In this paper, we present AniFrame, an open-source domain-specific
language for two-dimensional drawing and frame-based animation
for novice programmers. Its design can be characterized as follows:

First, it features animation-specific data types, operations, and
built-in functions for rapid creation and animation of composite
objects. Second, it allows for fine-grained control over animation se-
quences through explicit specification of the target object, alongside
the start and end frames. Third, it attempts to reduce the learning
curve by adopting a Python-like syntax, supporting type inferenc-
ing, and using keywords that map closely to their semantic intent.
Fourth, it promotes computational expressivity through built-in
mathematical functions and support for recursion.

Our usability test points to AniFrame’s potential to facilitate in-
creased readability and writability for creative coding applications.
Future directions include exploring syntactic and semantic improve-
ments to enhance the intuitiveness of the frame-based approach,
as well as providing support for three-dimensional graphics.
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ABSTRACT 

This paper explores the offline version of the Food Delivery 

Problem (oFDP) on starlike graphs. In oFDP, customer requests are 

sent to the central hub/restaurant (depot) which has a single server 

that has to decide where and when to deliver customer requests 

(orders). The server is required to return to the depot to pick up new 

orders before serving requests. The objective is to minimize the 

maximum flow time, i.e., the maximum time between the 

submission and completion of a request. Thus, this problem 

attempts to reduce the longest waiting time that a single customer 

may experience. The researchers study the oFDP on star-like 

graphs to develop several heuristics and compare their performance 

using generated experimental data. Four heuristics—FIFO, MRT, 

SAT, and OAT—were evaluated and benchmarked. OAT 

consistently performed well across different scenarios while SAT 

showed higher average approximation ratios, especially on certain 

graph types. FIFO and MRT exhibited acceptable performance but 

were sensitive to graph density. OAT emerged as a strong 

contender, balancing competitiveness and efficiency. Additionally, 

two properties were established: one highlighting the efficiency 

gain from batch delivery options, and the other emphasizing the 

strategic advantage of allowing waiting. 

KEYWORDS 

Offline food delivery problem (oFDP), starlike graphs, maximum 

flow time, heuristics, simulation, scheduling  

1  INTRODUCTION 

In the past decade, the landscape of purchasing and consuming 

foods has witnessed a substantial transformation [5], propelled by 

the rapid growth of online food ordering platforms. This trend 

experienced an unprecedented acceleration, with the recent global 

pandemic exerting a profound influence on the relevance of these 

services. The pandemic catalyzed a shift in lifestyles, prompting 

individuals to embrace remote work and confinement to their 

homes, thereby elevating the appeal of convenient online food 

delivery[6]. In consequence, traditional avenues for purchasing 

meals have faced limitations within this evolving context[1]. This 

transformative shift has ushered in a paradigm where online food 

delivery has become a common choice, garnering favor among both 

consumers and businesses alike[6]. 

Nonetheless, this surge in demand for online food delivery services 

comes hand in hand with the potential challenge of optimizing 

delivery operations. The imminent risk of service overload 

necessitates a proactive approach to ensure seamless customer 

experiences. In this context, the need to manage delivery orders 

efficiently and mitigate potential delays assumes of  utmost 

importance. Among the array of factors that collectively influence 

service quality of online food delivery, the duration elapsed 

between order placement and food delivery – commonly known as 

flow time – emerges as a critical dimension. This temporal aspect 

holds the potential to substantially shape the overall customer 

satisfaction for online food delivery. To further explore the 

complexities of optimizing delivery operations in the context of 

offline food delivery, this research aims to address the following 

questions: 1. What heuristics are applicable as solutions to the 

offline food delivery problem and how do they compare to one 

another in terms of efficiency, approximation ratio, robustness, and 

minimal traversal distance? 2. What properties can be derived from 

this problem, and how do they contribute to the performance of the 

algorithms? 

In this study, we evaluate four heuristics in offline food delivery, 

comparing their efficiency and robustness. Additionally, we 

identify two key properties that contribute to their performance: the 

efficiency gain from batch delivery and the strategic advantage of 

allowing waiting. These findings advance understanding and 

optimization strategies in food delivery operations. 

 

2 REVIEW OF RELATED WORK 

In contrast to flow time scheduling problems that have primarily 

focused on preemptive solutions, the Food Delivery Problem 

presents a distinct scenario where preemption lacks practicality due 

to the preference for deploying additional servers over preempting 

those already in transit. This underscores the significance of the 

Food Delivery Problem (FDP) as an intriguing research area, driven 

not only by its real-world applicability, but also by its rarity as a 

flow time routing problem with the potential for non-trivial 

competitive algorithms[20]. 
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The offline version of the food delivery problem (oFDP) shares 

close ties with numerous vehicle routing problems. For instance, 

the uncapacitated version (where c = ∞) with a single vehicle (k = 

1) FDP, where all requests emerge at time 0, encompasses a 

variation of the path problem for the traveling salesman. In cases 

where the vehicle's capacity is finite (c ≠ ∞), the previously 

mentioned FDP transforms into the Capacitated Vehicle Routing 

Problem (CVRP). A broader context is explored through the Dial-

a-Ride Problem (DaRP), where not only the delivery destination 

but also individual pickup points can be specified by each 

customer. The vehicle is tasked with transporting the customer 

from their pickup location to their designated delivery spot. While 

much of the research on offline CVRP/DaRP has concentrated on 

the objective of minimizing total travel distance, these variations 

involve intricate problem nuances[21]. 

While the offline and online versions of the food delivery problem 

are closely linked, they have a clear distinction rooted in temporal 

dynamics. In the offline context, fixed parameters are known ahead, 

while the online scenario deals with incremental delivery requests 

over time. When deciding to start a delivery at time t, adherence to 

planned routes becomes crucial. This is formalized by scheduling k 

vehicle trips based solely on requests up to time t, connecting 

offline route design to online adaptability, where efficient decision-

making in response to new requests is pivotal[20]. In the context of 

online food delivery optimization, Smith et al. proposed an 

innovative approach employing a capacitated multi pickup 

formulation and a branch-and-cut algorithm to efficiently 

determine least-cost vehicle routes, taking into account time 

windows, pickup and delivery constraints, as well as fleet capacity. 

Their method demonstrated significant success in solving 

benchmark problem instances with varying node sizes, addressing 

challenges previously reported as unsolved in the literature [22]. 

A similar problem to the OFDP is one referred to as the Online 

traveling salesman problem (Online TSP). In this problem, the 

server or salesman must navigate a graph to fulfill requests while 

trying to minimize the makespan all while only having limited 

information about future requests. Most solutions utilize a myopic 

approach to make dynamic decisions when creating the makespan. 

There is also a special case when the graph, which is a metric space, 

is on a real line and has received much attention in recent years [7, 

10]. Several papers have observed that proper waiting could help 

improve the competitiveness of simple myopic algorithms that are 

implemented for Online TSP. Proper waiting is quite a useful 

concept as it allows for the mitigation of risks that arise from a 

myopic approach to decision making within the algorithm. The 

possibility of a better decision becoming available if a salesman 

were to merely wait for a given period of time is quite high yet only 

has minor overhead when utilized correctly [8, 14]. Currently, there 

are only competitive solutions for the minimal make-span variation 

of the Online TSP. To the best of our knowledge, if one were to 

change the objective to minimizing maximum flow time, there 

would be no algorithms currently that provide a competitive 

solution to the Online TSP with the goal of minimizing maximum 

flow time. This provides an opportunity for further studies to 

explore this variation. 

A related (Offline) TSP problem is the deadline TSP in which every 

vertex i in the graph can only be accessed by the traveling salesman 

within given time-windows [Ri, Di ] of time that is set by the vertex 

[7]. These types of problems are quite difficult in general due to the 

constraints of the time-window as configuring a traveling sequence 

that matches the schedule while minimizing waiting times can be 

very complex. This principle can be applied to other problems that 

may recursively schedule trips by selecting longer trips ahead of 

time. The deadline TSP problem can also be applied to graphs that 

have a star or star-like topology which accurately represent the 

structure of companies that wish to deliver products to their clients 

with the guarantee of same day delivery [15, 16].  In this variation, 

a delivery driver is located at a single facility and must regularly 

return to the facility before completing delivery orders. Therefore, 

it closely mimics the problem in this paper but with additional 

restriction. Other studies have found that compiling multiple order 

requests on singular delivery trips within an arm of the star graph 

before returning to the depot is an effective measure at reducing the 

total delivery time; thus, ensuring that all orders are delivered 

[15,27].  

In addition, certain papers have expounded on these types of 

problems to focus on the aspect of fairness in real world systems as 

certain cities have different geographical areas with varying wealth 

and that greatly affects the performance of same day delivery to 

neighborhoods that are less affluent which causes political and 

class tension[9]. Researchers have attempted to use machine 

learning techniques to create a learning framework that can aid 

companies in adapting their delivery dispatching to have a fairer 

distribution of requests. This approach focuses on improving the 

regional service rate throughout the day by using Q-learning.  

Another incentive for exploring the Offline Food Delivery Problem 

(FDP) emerges from an apparently unrelated challenge, the 

broadcast scheduling problem. In this distinct problem, a server 

maintains a collection of n pages, each with varying sizes, while 

requests for these pages are generated over time, each request being 

a query for one of the pages. The server can broadcast a page to all 

requests for that particular page, a process taking time equivalent 

to the size of the page. The overarching goal is to minimize the 

maximum flow time in this context. Intriguingly, the researchers 

can map the broadcast scheduling problem onto an uncapacitated 

single-vehicle FDP scenario on a star-shaped network, where each 

page's size in the broadcast scheduling problem corresponds to an 

edge in the FDP problem with a length of s/2. It's worth noting that 

the FIFO strategy is known to achieve O(1)-competitiveness for the 

broadcast scheduling problem[8, 11 , 15]. 

3. PRELIMINARIES 

The problem addressed by this study is formally presented as the 

offline version of the Food Delivery Problem (FDP). Given a 

weighted star-like graph G = (V, E) with edge lengths ℓ : E → ℝ 

>0, where ℓ(e) denotes the time needed to traverse the edge e in 

either direction. There is a special vertex o ∈ V called the depot, 

55



Comparative Analysis of Heuristics for the Offline Food Delivery 

Problem on Starlike Graphs 
PCSC2024, May 2024, Laguna, Philippines 

 

 

which represents the restaurant. Located at depot o is a single server 

which has a capacity c ∈ ℤ>0 ∪ {∞}. The function of this server is 

to deliver products from the depot to the customers located on the 

vertices along the different branches of the star-like graph. 

Customer orders come in the form of a set of ℝ requests that are 

sent to the depot. Each request ρ ∈ ℝ is denoted by ρ = (rρ, vρ), 

where rρ ∈ ℝ ≥0 and vρ ∈ V are the arrival time and the delivery 

location of the request respectively. 

 
The server has the limitation that it must travel back to the depot 

before fulfilling any successive customer requests. In addition, the 

server cannot preemptively halt an order mid trip. This variation of 

the problem is offline which means that the server is aware of all 

requests even before they are released when planning trips. The 

output of the offline food delivery problem contains k sequences of 

trips correspondent to the itinerary of the server. The following 

properties need to be satisfied. For every pair of adjacent trips in 

any of the k sequences, the starting time of the latter trip is at least 

the completion time of the former one. Moreover, each request in 

R is served by exactly one trip in the k sequences; in other words, 

the sets of served requests in all trips of the k sequences form a 

partition of R. Let tρ be the time that a request ρ ∈ R is served (by 

the unique trip that serves it). The researchers define the flow time 

of ρ to be tρ − rρ. The goal of the problem is to minimize the 

maximum flow time, i.e, max(ρ∈R(tρ − rρ)) which is the longest 

waiting time across all requests that a customer will experience. 

 

The scope of this study is limited to star and star-like graphs of the 

offline version of the Food Delivery Problem (FDP). The strategies 

deliberated in this paper will be evaluated with respect to the 

characteristics of this particular graph structure. Evaluations 

involving strategies within broader contexts are reserved for 

prospective research endeavors. Emphasis will be placed on 

empirically comparing the heuristics in this study, while theoretical 

proofs of competitiveness will be included whenever feasible. 

 

3.1 Trip Selection Heuristics 

3.1.1 FIFO(First in First out): 

The heuristic that is most intuitive and commonly used, where the 

hub will always serve the nodes or customers based on the arrival 

of their request (Tarrival). The FIFO heuristic ensures that nodes or 

customers are serviced in the order of their arrival (Tarrival). 

Mathematically, for any two nodes i and j where i arrived before j 

(i.e., (Tarrival, i Tarrival, j), the service to node i will start before the 

service to node j. 

Criteria 1 (Fairness):The FIFO heuristic maintains fairness in 

service provision, as it adheres to the principle of serving requests 

in the order they are received. 

 

3.1.2. MRT (Min Return Time): 

This heuristic will prioritize serving the customer node that will 

return the soonest with consideration with its priority value. 

Calculation for the estimated return time will be max(TCurrent - 

Tarrival) + 2d - max((TCurrent - Tarrival), 0). Where “max((TCurrent - 

Tarrival), 0).” pertains to the priority value assigned to each node to 

prevent starvation which is when some of the requests are ignored 

for an indefinite period of time while other requests are favored by 

the heuristic. On the other hand, the symbol d pertains to the time 

of travel to or from between the depot and the customer node. 

Criteria 2 (Priority Calculation): The MRT heuristic calculates 

priority values for nodes based on the time they spend in the queue 

and the time needed to complete their service. The longer a node 

remains in the queue and the faster it can be completed, the higher 

its priority becomes. This ensures that nodes that are faster to 

complete and have been waiting longer are serviced earlier, 

preventing potential starvation and promoting efficiency. 

 

3.1.3. SAT (Single Arm Trips): 

This heuristic is based on the MRT but focuses on completing 

entire arm trips to minimize overhead costs. This heuristic will 

prioritize serving an entire arm that will result in the server 

returning the soonest with consideration of its priority value. 

Arrival time for the entire arm is the maximum arrival time of its 

nodes TArmArrival = max(TNodeArr), and distance is the total distance 

from the hub to the leaf node in that arm d = max(dn). After 

calculating values for the whole arm, the calculation for the return 

time will be the same as MRT max(TCurren- TArmArrival) + 2d - 

max((TCurren- TArmArrival), 0).  

Criteria 3 (Overhead Reduction): SAT reduces overhead costs 

by completing arm trips in a manner that minimizes the total 

distance traveled from the hub to the leaf node in the arm, 

optimizing resource allocation and energy usage. 

 

3.1.4. OAT (Opportunistic Arm Traversal): 

OAT is a hybrid heuristic combining elements of FIFO, SAT and 

MRT.  This heuristic prioritizes cost-efficient whole-arm trips like 

SAT but seamlessly switches to single-node trips during 

downtimes, Downtime is defined as the difference between the 

current time and the arrival time of the next arm DT = Tcurrent-

TArr,Arm+1. In sparse graphs, where total request costs are less than 

the time span between the earliest and latest arrivals, OAT employs 

FIFO for optimal performance. This adaptability optimizes 

overhead costs while addressing varying graph characteristics. 

Criteria 4 (Adaptability): OAT exhibits adaptability by 

dynamically adjusting the traversal strategy based on the system's 

state, allowing for efficient use of resources while considering real-

time dynamics. 

 

3.1.5. BruteForce: 

Brute Force is a straightforward approach where all possible 

combinations or sequences of servicing nodes are exhaustively 

examined without any specific heuristic or optimization. In the 

context of trip selection, this would involve considering every 
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possible order in which nodes or customers can be serviced, 

regardless of their arrival time, priority, or any other factors. 

Criteria 5 (Exhaustive Search): The Brute Force approach 

ensures an exhaustive search through all possible combinations of 

servicing nodes. It explores every permutation without relying on 

specific heuristics, making it a comprehensive but computationally 

intensive method. 

3.2 Testing and Evaluation of Heuristics 

The research design adopted for this study employs a systematic 

approach to investigate, develop, and rigorously test new and 

existing heuristics for the offline version of the Food Delivery 

Problem (FDP). This study encompasses the evaluation of novel 

heuristics, as described in section 3.1, alongside a comprehensive 

analysis of other potential heuristics that could be applied to 

address the problem statement presented. 

 

3.2.1 Data Collection Techniques 

As this study tackles the offline version of the food delivery 

problem, a structured representation is used in the form of starlike 

graphs. It also uses comparative analysis to garner insights from 

preexisting studies involving the offline food delivery problem and 

its possible solutions. Such solutions introduce the usage of a 

number of heuristics which guide the selection of requests for the 

problem. After analyzing these performance metrics, optimization 

techniques are employed to minimize the maximum flow time. 

To simulate the performance of these heuristics, the study conducts 

testing using test cases designed to represent different situations. 

The testing is divided into two segments based on the number of 

requests in the graphs: cases with 10 or fewer requests and cases 

with more than 10 requests. This differentiation is crucial, as it 

addresses the limitations of the exhaustive brute force approach, 

which becomes less effective with larger graphs due to its factorial 

time complexity. 

 

In total, the study generates and tests 5000 cases, 1500 cases among 

which are used as default scenarios with 250 cases allocated for 

each graph type, explained in section 3.2.3, while the remaining 

2000 cases are predefined test cases representing real-world 

scenarios and randomly generated cases with more than 10 

requests. where the Brute-force approach is unable to provide 

timely solutions due to its factorial time complexity. 

By systematically collecting and analyzing data through these 

techniques, the study aims to evaluate and compare the 

effectiveness of various heuristics in addressing the offline food 

delivery problem. 

 

3.2.2 Performance Metrics 

This section outlines a structured approach for evaluating and 

assessing the effectiveness of the heuristics using the three 

performance metrics described below: 

Approximation Ratio of Each Heuristic's Minimum Maximum 

Flow Time: This metric compares the solution produced by each 

heuristic to the optimal solution, providing a measure of how close 

each heuristic gets to the best possible outcome. The minimum 

maximum flow time is a critical factor in food delivery logistics, as 

it represents the time it takes for the last delivery to be completed, 

affecting overall customer satisfaction and operational 

efficiency.[4] 

Time Complexity: This metric quantifies the computational 

resources required by each heuristic to find a solution. Lower time 

complexity indicates faster performance and more efficient 

resource utilization, which is desirable in real-world applications 

where time is a crucial factor. [25] 

Total Traversal Distance: This metric measures the total distance 

traveled by delivery vehicles while fulfilling orders. Minimizing 

traversal distance is important for reducing fuel costs, vehicle wear 

and tear, and overall environmental impact. [24] 

 

3.2.3 Generation of Test Cases 

In addition to the predefined test cases that represent real world case 

scenarios, the research introduces the generation of additional test 

scenarios using a discrete probability distribution, specifically the 

Poisson distribution. This generation process comprises two 

elements: the graph and the requests. 

The graph is generated using the following procedure: 

 

1. Randomize the number of arms. 

2. For each arm, randomize the number of nodes along it. 

3. For each edge, assign a randomized value for distance. 

 

Table 1: Graph Generation’s Key Parameters per Graph Type 

 Default 
Sparse 

Request 

Dense 

Request 

Sparse 

Graphs 

Dense 

Graphs 

Few 

Arms 

Many 

Arms 

Minimum number 

of arms 
2 2 2 2 2 2 5 

Maximum number 

of arms 
8 8 8 8 8 3 24 

Average number 

of nodes per arm* 
1.5 1.5 1.5 1.5 1.5 1.5 1.5 

Average distance 

between nodes** 
20 30 10 20 20 20 20 

Average number 

of requests per arm* 
1.5 1.5 1.5 0.125 10 1.5 1.5 

* Randomized using Poisson distribution 

** Distance is in 1 unit of time = 1 minute 

Numbers are approximated from real life delivery scenarios i.e. Shakeys 

 

Table 1 enumerates several key parameters that influence each 

process of the graph generation procedure, which are modified to 

fit each test scenario. The number of arms is randomized within a 

range set by the minimum and maximum number of arms. In 

addition, the average number of nodes per arm is another key 

parameter which is used during the randomization of the number of 

nodes per arm. Finally, the weight of each edge is generated 

randomly which utilizes a given average distance between the 

nodes which affects the density of the generated graph. 

Given this generated graph, the researchers can then generate a list 

of requests: 

1. Default 

2. Dense Graphs 

3. Sparse Graphs 

4. Graphs with Many Arms  

5. Graphs with few arms 

6. Dense Requests 

7. Sparse Requests 
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1. For each arm in the graph, use Poisson distribution to 

generate the number of requests along an arm 

2. For each request, select a node and randomize the request 

arrival time within the set time interval 

 

Similar to the graph generation procedure, there are key parameters 

responsible for influencing the generation of the requests on the 

graph. Maximum time is the total time span. 1 hour time intervals 

were selected as a standard for test scenarios for the research. 

Another key parameter is the average number of requests which is 

used to determine the number of requests per arm of the graph 

through the usage of Poisson distribution. 

As shown in Table 1, graph types are classified according to the 

values of specific parameters. Sparse request graphs feature a low 

average distance between nodes, while graphs with dense requests 

feature a higher than default value. To generate sparse and dense 

graphs, the average number of requests per arm are altered from the 

default value. Graphs with few arms and many arms have 

proportional minimum and maximum numbers of arms. Given 

these parameters, certain heuristics tend to perform better 

depending on the graph type. For example, FIFO and MRT would 

be more efficient on a sparse request graph due to the low average 

distance between nodes, but SAT perform sub optimally as requests 

are less dense, making single-arm trips less efficient. 

The modification of these key parameters allows for the researchers 

to generate test scenarios under the following different 

classifications: 

 

 

4. EXPERIMENTAL RESULTS 
As stated in section 3.2.1, the experimental results section is 

divided into two segments: the first pertains to graphs with 10 or 

fewer requests, while the second addresses cases involving more 

than 10 requests. This differentiation is essential as the Brute-force 

approach exhibits limited efficacy when confronted with graphs 

containing more than 10 requests, primarily attributed to its O(n!) 

time complexity. Consequently, the subsequent analysis and 

discussions will navigate these distinct scenarios to provide a 

nuanced understanding of the heuristic's performance under 

varying request loads. 

 

Section 1: Approximation ratio in Minimizing Maximum Flow 

Time on 10 or fewer requests 

Table 2: Heuristics as to Overall Approximation Ratio 

 RBest RAve RWorst 

FIFO 1.00 1.49 6.47 

MRT 1.00 1.56 5.89 

SAT 1.00 2.89 36.55 

OAT 1.00 1.24 2.89 

Bruteforce 1.00 1.00 1.00 

Table 2 compares the approximation ratios of various heuristics for 

minimizing maximum flow time on 10 or fewer requests. FIFO and 

MRT achieve optimal ratios in the best-case scenario but perform 

less efficiently in average and worst cases. SAT exhibits good 

performance initially but suffers significantly in worst-case 

scenarios. OAT, on the other hand, maintains consistently good 

ratios across scenarios, making it a balanced choice among the 4. 

Bruteforce achieves optimal ratios but is computationally 

impractical due to its exhaustive nature. 

 

Table 3: Heuristic as to average approximation ratio on Different 

Graph Types 

 Sparse 

Request 

Dense 

Request 

Sparse 

Graphs 

Dense 

Graphs 

Few 

Arms 

Many 

Arms 

FIFO 1.23 1.69 1.16 1.57 1.82 1.31 

MRT 1.34 1.73 1.27 1.64 1.91 1.35 

SAT 4.72 1.53 7.74 2.4 1.56 2.1 

OAT 1.15 1.25 1.12 1.31 1.27 1.19 

Bruteforce 1.00 1.00 1.00 1.00 1.00 1.00 

Table 3 outlines Approximation Ratios for various heuristics across 

different graph scenarios in the context of the Offline version of the 

Food Delivery Problem (FDP). SAT exhibits notably higher 

average approximation ratios across all scenarios, particularly on 

sparse graphs and on cases with sparse request distribution, 

indicating potential inefficiency in these specific situations. 

Conversely, OAT consistently maintains lower ratios across 

different graph types and request densities, suggesting its robust 

performance in various scenarios. Additionally, while FIFO and 

MRT perform adequately, they show increased ratios on dense 

graphs compared to sparse ones, highlighting the impact of graph 

density on the heuristic’s efficiency. 

 

 

Section 2: Approximation Ratio of Minimizing Maximum Flow 

Time on More Than 10 Requests 

Table 4: Heuristics as to Overall Approximation Ratio relative to 

the Best output among all the heuristics 

 RBest RAve RWorst 

FIFO 1 2.05 5.84 

MRT 1 2.06 5.84 

SAT 1 2.04 18.47 

OAT 1 1.02 1.81 

Bruteforce - - - 

Table 4 highlights the relative performance of heuristics concerning 

their approximation ratios compared to the best performing 

heuristic at each particular case. OAT stands out by consistently 

maintaining approximation ratios close to the best case, indicating 

its robustness across different scenarios. Conversely, FIFO, MRT, 

and SAT show higher ratios relative to the best answer, particularly 

in worst-case scenarios, suggesting potential inefficiencies in these 

situations. This underscores the importance of algorithm choice, 

with OAT offering promising performance in minimizing 

maximum flow time. 

 

Table 4: Heuristic’s Performance Relative to Time Complexity 

 
RWorst(<=10) RWorst(10+) 

Time 

Complexity 

FIFO 6.47 5.84 O(n) 

58



PCSC2024, May 2024, Laguna, Philippines      Lopez et al. 

 

 

 

MRT 5.89 5.84 O(n2) 

SAT 36.55 18.47 O(n2) 

OAT 2.89 1.81 O(n2) 

Bruteforce 1.00 - O(n!) 

As achieving a delicate equilibrium between competitiveness and 

computational efficiency is important, OAT stands out as the best 

and preferred choice. It maintains a worst case approximation ratio 

of 2.89 for smaller inputs and 1.82 for larger inputs, indicating 

effective performance with a quadratic time complexity (O(n2)), 

making it more scalable than the factorial time complexity of the 

Brute force. But if scalability for considerably larger datasets is a 

primary concern, FIFO (First-In-First-Out) might be more suitable. 

Its approximation ratio of 6.47 for smaller inputs and 5.84 for larger 

inputs, paired with a linear time complexity (O(n)), indicates more 

efficient scaling with increasing input sizes compared to heuristics 

with quadratic or factorial complexities. 

The time complexity of FIFO, denoted as O(n), reflects its 

straightforward and linear handling of requests. Each request is 

processed sequentially without any nested loops or additional 

calculations, leading to a direct scaling with the number of requests, 

denoted as 'n'. In contrast, MRT, SAT, and OAT exhibit quadratic 

time complexity, O(n^2), as their operations often involve nested 

loops or calculations that increase quadratically with the number of 

requests. These heuristics commonly integrate loops for priority 

calculation and starvation prevention, contributing to their 

increased computational load. 

For the Brute force approach, characterized by a factorial time 

complexity of O(n!), exhaustive exploration of all possible 

combinations is employed by considering every permutation of the 

input elements. This exhaustive search strategy entails exploring 'n 

* (n-1) * (n-2) * ... * 1 = n!' possible combinations, where the 

number of possibilities decreases by one at each step. 

Consequently, the computational effort grows factorially with the 

number of requests, making it impractical for larger datasets and 

rendering it inefficient for many real-world applications. 

5. PROPERTIES 

In addition to heuristic evaluations, we established two properties 

to deepen our understanding of the problem: 

Property 1: Batch Delivery Option Enhances Efficiency 

This property highlights the efficiency gain from batch delivery 

options, affirming that batch delivery generally outperforms 

individual deliveries in terms of overall efficiency. Leveraging 

batch delivery strategies can reduce travel time and enhance 

resource utilization effectively. 

Property 2: Option For Strategic Waiting Is Advantageous 

This property emphasizes the strategic advantage of allowing 

waiting in decision-making processes. By demonstrating that there 

exists at least one solution for any graph G and set of request R 

where waiting improves decision quality, this property underscores 

the importance of flexibility in logistical operations. Incorporating 

waiting options can lead to better outcomes, particularly in 

scenarios requiring optimization of delivery schedules. 

 

5.1 Elaboration on Key Properties 
Property 1: Batch Delivery Option Enhances Efficiency. 

Improving Efficiency through the Batch Delivery Option. The 

availability of an option to perform batch delivery, particularly 

when serving multiple customers on the same arm simultaneously, 

enhances overall delivery efficiency by reducing travel time and 

optimizing resource utilization. 

Proposition: For any given set of delivery requests Rn, the overall 

delivery efficiency achieved through the batch delivery option 

𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛 is higher or equal to the efficiency of serving single 

customers individually 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛 

 

𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛  ≥ 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛 

Definitions: 

𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛 : Overall delivery efficiency when the batch delivery 

option is utilized for the set of requests 𝑅𝑛. 

𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛: Overall delivery efficiency when single customers are 

served individually for the set of requests 𝑅𝑛. 

𝑇𝑏𝑎𝑡𝑐ℎ: Total travel time for batch delivery. 

𝑇𝑠𝑖𝑛𝑔𝑙𝑒: Total travel time for individual deliveries. 

 

Base Case: When addressing a single delivery request (|R|=1), the 

delivery efficiency achieved through the batch delivery option is 

equivalent to serving a single customer individually 𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛  =

𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛. Thus, the base case holds. 

Inductive Step: For any set of delivery requests 𝑅𝑛+1, let's assume 

the proposition holds true for 𝑅𝑛 i.e., 𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛  ≥ 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛 

Case 1: Batch Delivery Option 

When the option to perform batch delivery is allowed for the set of 

requests  𝑅𝑛+1, let ∣ 𝑅𝑛+1∣=k, where k > 1. Denote the total travel 

time for batch delivery as 𝑇𝑏𝑎𝑡𝑐ℎ. Then, the overall delivery 

efficiency with batch delivery is:  

𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛+1 =  
𝑘

𝑇𝐵𝑎𝑡𝑐ℎ
 

 

Case 2: Serving Single Customers 

If only serving single customers individually is considered, the 

overall delivery efficiency is determined based on individual 

deliveries: 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛+1 Without the option for batch delivery, the 

efficiency relies on the traditional approach of serving single 

customers separately. 
1

𝑇𝑠𝑖𝑛𝑔𝑙𝑒
 

Comparing Cases:  

To show that 𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛  ≥ 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛, we need to show    

𝑘

𝑇𝑏𝑎𝑡𝑐ℎ
≥  

1

𝑇𝑠𝑖𝑛𝑔𝑙𝑒
 

 

Consider the time saved by batch delivery, denoted by 𝛥𝑇 =

𝑇𝑠𝑖𝑛𝑔𝑙𝑒 − 𝑇𝑏𝑎𝑡𝑐ℎ. We can express 𝑇𝑏𝑎𝑡𝑐ℎ in terms of 𝑇𝑠𝑖𝑛𝑔𝑙𝑒 and 𝛥𝑇 

as 𝑇𝑏𝑎𝑡𝑐ℎ = 𝑇𝑠𝑖𝑛𝑔𝑙𝑒 −  𝛥𝑇 

 

Therefore, 𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛+1 = 
𝑘

𝑇𝑠𝑖𝑛𝑔𝑙𝑒− 𝛥𝑇
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Since 𝛥𝑇 represents time saved, 𝑇𝑠𝑖𝑛𝑔𝑙𝑒 −  𝛥𝑇 ≤  𝑇𝑠𝑖𝑛𝑔𝑙𝑒 , which 

implies  
1

𝑇𝑠𝑖𝑛𝑔𝑙𝑒− 𝛥𝑇
≥  

1

𝑇𝑠𝑖𝑛𝑔𝑙𝑒
 

 

Thus, 𝐸𝑏𝑎𝑡𝑐ℎ,𝑅𝑛+1  ≥ 𝐸𝑠𝑖𝑛𝑔𝑙𝑒,𝑅𝑛+1 

 

Property 2: Option For Strategic Waiting Is Advantageous. 

Proposition: Let G denote any graph and R denote any set of 

requests. Then, there exists a solution S, such that the decision 

quality when waiting is allowed denoted qwith_waiting, is greater than 

or equal to the decision quality when waiting is not allowed, 

denoted qwithout_waiting. 

In symbolic notation: 

 

∀G∀R∃ S: qwith_waiting ≥ qwithout_waiting 

 

This statement asserts that regardless of the specific graph or set of 

requests, there exists at least one solution where the decision 

quality achieved by waiting is greater than or equal to the decision 

quality obtained without waiting. 
Proof: To prove this property, we need to show that there exists at 

least one solution where the decision quality achieved by strategic 

waiting is greater than or equal to the decision quality obtained 

without waiting. 

Let's denote: 

 

Qno_wait(G,R) as the decision quality without waiting. 

Qwith_wait(G,R,W) as the decision quality with strategic waiting, 

where W represents the waiting strategy. 

 

The change in decision quality due to strategic waiting is given by: 

 

ΔQ(G,R,W) = Qwith_wait(G,R,W) - Qno_wait(G,R) 

 

Now, we need to prove that for any graph G and any set of requests 

R, there exists a solution S such that: qwith_wait ≥ qno_wait , where : 

qwith_wait and qno_wait  represent the decision qualities achieved with 

and without waiting, respectively. Mathematically, we can 

represent this as: 

 

∀G∀R∃S: Qwith_wait(G,R,W) ≥ Qno_wait(G,R) 

 

To prove this statement, let's consider All possible cases: 

Case 1: Qwith_wait(G,R,W) = Qno_wait(G,R).  If the decision quality 

with waiting is equal to the decision quality without waiting, then 

the property holds trivially. 

Case 2: Qwith_wait(G,R,W) > Qno_wait(G,R). If the decision quality 

with waiting is greater than the decision quality without waiting, 

then the property holds true. 

Case 3: Qwith_wait(G,R,W) < Qno_wait(G,R).  Let's denote the 

maximum flow time achieved with waiting as Qmax_with_wait  and 

without waiting as Qmax_no_wait. Then, we have: 

 

Qmax_with_wait = maxρ∈R(tρ−rρ) 

Qmax_no_wait = maxρ∈R(tρ′−rρ) 

 

Where tρ is the time at which request ρ is served when waiting is 

allowed, and tρ′ is the time at which request ρ is served when 

waiting is not allowed. 

 

Given  Qwith_wait(G,R,W) < Qno_wait(G,R).  

we have: Qmax_with_wait < Qmax_no_wait 

 

Let's consider the definition of Qmax_with_wait and Qmax_no_wait 

in terms of tρ and tρ′. Since both tρ and tρ′ are arrival times plus the 

time taken for service, we can express them as: 

 

tρ  = rρ+service_timeρ  

tρ′ = rρ+service_timeρ′ 

 

where service_timeρ and service_timeρ′ are the service times for 

request ρ with and without waiting, respectively. 

Since waiting allows the server to optimize its route and potentially 

reduce service times, we can express service_timeρ as: 

 

service_timeρ = min_service_timeρ 

 

where min_service_timeρ is the minimum possible service time for 

request ρ when waiting is allowed. Therefore, we have: 

 

tρ = rρ + min_service_timeρ 

 

Now, let's examine tρ′. Since waiting is not allowed, the service 

time service_timeρ′ remains the same as the minimum service time 

when waiting is allowed. Hence: 

 

tρ′ = rρ + min_service_timeρ 

 

Given these expressions for tρ and tρ′, we can see that both 

Qmax_with_wait   and  Qmax_no_wait are equal, making the case of 

Qwith_wait(G,R,W) < Qno_wait(G,R) impossible.  

Thus, the assumption that Qwith_wait(G,R,W) < Qno_wait(G,R) is 

invalid, and, therefore, Qwith_wait(G,R,W) ≥ Qno_wait(G,R) holds true. 

6. CONCLUSION 

This study conducted a thorough evaluation and comparison of four 

distinct heuristics—FIFO, MRT, SAT, and OAT—against each 

other and the exhaustive brute force approach, as elaborated in 

Section 3.1. 

The results reveal that SAT stands out with notably higher average 

approximation ratios across all scenarios, particularly on sparse 

graphs with many arms, suggesting potential inefficiency in these 

specific situations. Conversely, OAT consistently maintains lower 

ratios across different graph types and request densities, indicating 

its robust performance in various scenarios. Moreover, FIFO and 

MRT demonstrate acceptable performance, but they exhibit 

increased ratios on dense graphs compared to sparse ones, 
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highlighting the sensitivity of the heuristic efficiency to graph 

density variations.  

In addition to heuristic evaluations, we established two properties 

to deepen our understanding of the problem: Property 1 highlights 

the efficiency gain from batch delivery options, affirming that batch 

delivery generally outperforms individual deliveries in terms of 

overall efficiency. Leveraging batch delivery strategies can reduce 

travel time and enhance resource utilization effectively. Property 2 

emphasizes the strategic advantage of allowing waiting in decision-

making processes. By demonstrating that there exists at least one 

solution for any graph G and set of request R where waiting 

improves decision quality, this property underscores the 

importance of flexibility in logistical operations. Incorporating 

waiting options can lead to better outcomes, particularly in 

scenarios requiring optimization of delivery schedules. 

Overall, when considering both time complexity and average 

approximation ratio which are the key criteria in evaluating 

heuristics, the Opportunistic Arm Traversal heuristic emerges as a 

strong contender as it strikes a balance between competitiveness 

and computational efficiency, demonstrating effectiveness across 

different graph types and request densities. 
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ABSTRACT
With the rise of antimicrobial resistance that decreases the effective-
ness of antibiotics in treating bacterial infections, phage therapy
is being studied as an alternative to antibiotics. Phage therapy is
the use of phages to treat bacterial infections by letting the phages
infect and lyse the bacterial pathogen at the site of infection. Phages
are known to be able to infect a narrow range of hosts only, but
laboratory experiments to verify an interaction between a phage
and a bacterium are both costly and time-consuming. To mitigate
this, several studies have explored the use of machine learning
classifiers to predict whether a phage-host pair interacts or not.
In this study, we formulated the prediction problem as a binary
classification problem with the host and phage proteomes as input,
and explored different kinds of protein representations, including
protein embeddings that are generated by protein language models,
that can serve as an input to machine learning classifiers. In our
experiments, under a phylogeny-based train-test data split, protein
embeddings did not necessarily improve classifier performance
compared to using the conventional k-mer profile representation.

KEYWORDS
Phage, anti-microbial resistance, phage-host pair interaction pre-
diction, protein language models, machine learning classifier

1 INTRODUCTION
Antimicrobial resistance (AMR) threatens the use of antibiotics by
decreasing its effectiveness in treating bacterial infections [19, 24],
which results in longer duration of illness, higher rates of mortality,
increased costs of treatment, and inability to perform procedures
that rely on effective antibiotics to prevent infection [19]. In 2019
alone, there were an estimated 1.27 million deaths globally directly
attributable to drug resistance [27]. Resistance arises due to the
excessive use of antibiotics, which exerts selective pressure that
allows microorganisms that have developed resistance, to have a
competitive advantage to survive and proliferate [14, 19].

With the emergence of antibiotic-resistant strains of life threat-
ening microbes [4], phage therapy is being studied as an alternative
to antibiotics [11, 15]. Phages are viruses that are capable of in-
fecting and replicating within bacterial cells [13]. Phage therapy
is the use of phages to treat bacterial infection, which is done by
letting the phages infect and lyse the bacterial pathogen at the site
of infection [13, 23]. A specific strain of phage is known to be able

to infect a narrow range of hosts only, which can be an advantage
compared to a wider host range of antibiotics, that not only kills the
target pathogenic bacteria but also other bacteria, some of which
might be beneficial [13, 33].

Experimental methods used to identify phage-specific hosts re-
quire costly and time-consuming lab experiments to verify whether
there is an interaction between the phage and the host [21]. To miti-
gate the cost and time consumed by lab experiments, computational
approaches have been developed.

Recently, the use of machine learning classifiers for predicting
phage-host interaction have been explored. One group of studies
uses genomic information from only the phages. Young et al. [37]
formulated the problem as taking the genome representation (DNA
k-mer, amino acid k-mer, physio-chemical k-mer, protein domains)
of the phage as input, and predicting a possible host. They trained
a Support Vector Machine classifier separately for each host. Boeck-
aerts et al. [5] used only the phages’ Receptor-Binding Proteins
(RBP) as input. An RBP was represented by a vector composed of
handcrafted DNA and protein features such as nucleotide frequen-
cies, GC-content, codon frequencies, and others. The RBP vector
representation served as the input to their multi-class classifier
to identify the phage’s possible hosts. Mark et al. [12] extended
Boeckaerts et al.’s study by using Protein Language Models (PLM)
to acquire vector representations, also called as protein embeddings,
which serve as the input to their multi-class classifier.

There are also studies that formulate the phage-host interaction
prediction problem as a binary classification problem that takes as
input features derived from both the phage and the host, and predict
whether the phage-host pair will interact or not. PredPHI [21] is
a neural network classifier consisting of convolutional and fully
connected layers. The input to PredPHI is a matrix that consists
of derived protein features across the whole proteome of both the
phage and the host, such as frequency of amino acids, abundance
of each chemical component, and molecular weights. PHIAF [22],
similar to PredPHI, incorporates an attention layer into its neu-
ral network, adds DNA-derived features for its input, and uses
a Generative Adversarial Network (GAN) for data augmentation.
PhageHostLearn [7] uses RBPs of phages and K-locus proteins as
the input, and predicts whether the phage-host pair will interact
or not. Embeddings for the protein sequence, obtained using the
ESM-2 protein language model, served as an input to an XGBoost
classifier.
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In this study, we defined the phage-host prediction problem as
taking the proteome (entire set of proteins) of both the phage and
the host as the input, and deciding whether the phage-host pair
interacts or not. We tested embeddings produced by different PLMs,
namely ProtVec[2], Seq2Vec[18], ProtBert[10], and Prot5[10] to rep-
resent the protein sequences of both the host and the phage. We
also tested non-PLM-based protein representations prior studies
have used, such as k-mer profile and statistical profile[21], to deter-
mine if the use of protein embeddings does improve the prediction
of phage-host interaction. In a departure from previous studies, we
separated our training and test set according to the host’s phylum
classification instead of just randomly splitting the dataset, so that
the host sequences seen on the test set are as unrelated/independent
as possible from the one found on the training set. We found that,
under this strict train-test data split, protein embeddings did not
necessarily improve classifier performance compared to using the
conventional k-mer profile representation.

2 MATERIALS AND METHODS
Shown in Figure 1 is the overview of the methodology used in this
study.

2.1 Problem definition
We defined the phage-host prediction problem as taking the pro-
teome (entire set of proteins) of both the phage and the host as
input, and deciding whether the phage-host pair interacts or not.
We tested various protein representations to determine the best
protein representation to use as an input to classifiers when pre-
dicting phage-host interaction. We used several machine learning
classifiers to predict whether the phage-host pair interacts or not.

2.2 Data collection
We collected 5,257 phage-host interaction records from VirusHostDB [25]
consisting of 780 distinct hosts and 4,854 distinct phages. We also
acquired 4,830 proteomes of phages from VirusHostDB [25] and 308
proteomes of bacteria from NCBI [31]. Since there are phage-host
interaction records where either the phage or the host’s proteome
is not accessible online, we removed those phage-host interaction
records in our dataset, which resulted in our final dataset containing
3,390 phage-host interaction records. We accessed VirusHostDB [25]
last January 2023 and accessed NCBI [31] datasets last February
2023.

We also collected protein sequences from the Swiss-Prot data-
base [9], containing 570,157 protein sequences, which we accessed
last June 2023. We used it for training protein language models not
available online such as ProtVec [2] and Seq2Vec [18].

2.3 Train-test split and negative pairs
generation

Our test set consists of phage-host interaction pairs where the
host’s phylum classifications are Actinobacteria, Cyanobacteria,
Spirochaetes, Tenericutes, Bacteroidetes, Chlamydiae, Fusobacteria,
and Deinococcus-Thermus, while the remaining phage-host inter-
action pairs not found on the test set, where its host’s phylum
classification are Firmicutes and Proteobacteria, were included in

the training set. The split according to the host’s phylum classi-
fication was done so that hosts found on the training set are as
unrelated as possible to the hosts found on the test set. After split-
ting the training and test set, negative pairs of phage-host were
generated independently for both sets, where we randomly paired
phage-host found in its respective set, and the pair had no previ-
ously recorded interactions. Lastly, the training set was split into 4
folds using sklearn’s GroupKFold [29] and was grouped according
to the host’s order classification. The GroupKFold split is done to
ensure that the same group is not seen in both training and vali-
dation sets. The overview of dataset composition is visualized in
Figure 2. Looking at the train-test split at the species level, the test
set contains 55 distinct species, while the training folds contain 38,
58, 51, and 53 distinct species respectively from fold 1 to fold 4.

2.4 Protein representations
In this study, we mainly explored the use of protein embeddings
generated by protein language models to the phage-host inter-
action problem. The use of protein embeddings is motivated by
the advancements of large language models for natural languages,
which provide representations for words in the form of vectors,
often called word embeddings [3]. Similar ideas have been recently
implemented for biological sequences. [17]

Protein language models that provide protein embeddings have
been recently applied to different bioinformatics problems [17].
These embeddings when applied to classification tasks, have been
shown to provide better results compared to using hand-crafted
features [34, 36].

2.4.1 k-mer profile. The k-mer profile of a protein sequence is
a vector that contains the frequencies of all the possible substrings
of length k found in the sequence. Since a proteome consists of
multiple protein sequences, we calculated the summation of the
k-mer profiles over all the protein sequences, and did this separately
for the phages and the hosts. The value of k used in this study is
set to 3.

2.4.2 Statistical profile. The PredPHI classifier built by Li et
al. [21] proposed a proteome representation which extracted 27
features, where 21 of those are the frequency of amino acids (20
amino acids, 1 indicating unknown amino acid), 5 of those are the
abundance of each chemical component in the sequences (carbon,
hydrogen, oxygen, nitrogen, and sulfur), and the last 1 indicates the
sum of molecular weights of all amino acids in the sequence. These
27 protein features across the entire proteome were combined using
statistical measures such as mean, standard deviation, maximum,
minimum, median, and variance. The final encoded features are in
the form of a matrix with a shape of 6 x 27 x 2, where 6 denotes
the six statistical measures (mean, std, max, min, median, var), 27
denotes the 27 protein features, and 2 represents the features for the
phage and its host. For convenience, we termed this representation
as statistical profile in this study. Lastly, we flattened the statisti-
cal profile into a vector to serve as an input to machine learning
classifiers.

2.4.3 ProtVec. ProtVec [2] is a type of protein language model
based on Word2Vec [26], which outputs a 100-dimensional vector
embedding given a 3-mer of amino acids. To generate a ProtVec
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Figure 1: Flowchart summarizing the methodology of this study, which consists of 5 core components shown as dashed boxes.
The first component is about collecting phage-host interaction records and protein sequences. The second component is about
the train-test split method. The third component is about the generation of different protein representations. The fourth
component is about the use of different machine learning classifier. And the last component is about the evaluation of protein
representations and classifiers. Each component is discussed on Materials and methods section.

representation for a protein sequence, we generated ProtVec embed-
dings for each 3-mers that make up the protein sequence, summed
up all the 3-mer embeddings element-wise, and then divided it
by the number of 3-mer embeddings generated for that protein
sequence. Since phages and hosts proteome consists of multiple
proteins, to acquire the proteome representation, we summed up

element-wise all the ProtVec representation of each protein se-
quence found in the proteome, then divided it by the number of
proteins found in the proteome.

The ProtVec model is not available online, so we built it by train-
ing a Word2Vec model available on the gensim python library [30].
We trained the model using the Swiss-Prot database [9], and used
the hyper-parameters specified in ProtVec’s paper (vector_size: 100,
window: 25, sg: 1).
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Figure 2: Sunburst chart visualizing the data for training and
validation composition. The innermost pie chart visualizes
the folds and the test set. The middle pie chart visualizes the
hosts composition of each folds and test set at order level.
The outermost pie chart visualizes the hosts composition of
each folds and test set at species level.

2.4.4 Seq2Vec. Seq2Vec [18] is a type of protein embedding
model based on Doc2Vec [20], where the main difference over
ProtVec is the ability to generate a single embedding for the entire
protein sequences regardless of its length, rather than having an
embedding for each 3-mers. To acquire the proteome representation,
we summed element-wise up all the embeddings of each protein
sequence found in the proteome and divided it by the number of
proteins found in the proteome. The Seq2Vec model is unavailable
online, so we built it by training a Doc2Vec model available on
the gensim python library [30]. We trained the model using the
Swiss-Prot database [9], and used the hyper-parameters specified
in Seq2Vec’s paper (vector_size: 250, window: 5).

2.4.5 ProtTrans. ProtTrans [10] developed several protein em-
bedding models, two of which are used in this study namely Prot-
Bert and Prot5-XL. Prot5-XL was considered as one of their top-
performing models when tested on different tasks such as protein
subcellular localization prediction and secondary structure predic-
tion, and it is used in this study to generate embeddings for each
phage. However, host protein sequences are very long and we lack
computing resources to generate Prot5-XL embeddings for each
host, so we used ProtBert instead to generate embeddings for each
host. To acquire the final proteome representation, we summed up
element-wise all the embeddings of each protein sequence found
in the proteome and divided it by the number of proteins found in
the proteome.

Pre-trained ProtTrans models are available on HuggingFace’s
transformer library [35].

2.5 Machine learning classifiers
We used three classifiers: random forest, support vector machine,
and a neural network. They take in the protein sequence represen-
tation of the phage-host pair as an input, and predict whether the
phage-host pair interacts or not.

2.5.1 Random Forest. We trained a random forest classifier from
sklearn [29], and used grid search to tune hyperparameters such as
n_estimators to identify the best number of trees (the range was [25,
50, 100, 175, 250]), criterion to identify the best function to measure
the quality of split (the range was [gini, entropy, log_loss]), and
max_features to identify the best number of features to consider
when looking for the best split (the range was [sqrt, log2, None]).

2.5.2 Support Vector Machine (SVM). We trained an SVM clas-
sifier using sklearn [29], and used grid search to tune hyperparam-
eters such as kernel to identify the best kernel type to use (the
range was [linear, rbf, sigmoid, poly]), C to identify the strength
of the regularization (the range was [0.1, 1, 10, 50, 100]), gamma
to identify the best value for the kernel coefficient (the range was
[10, 5, 1, 0.1, 0.001], not applicable when kernel=linear), and degree
to identify the best value for the degree of the polynomial kernel
function (the range was [1,3,5], only applicable when kernel=poly).

2.5.3 Neural Network. Our neural network model accepts the
combined vector representation of both the phage and the host,
where the first half of the vector contains the representation of the
host proteome, while the other half contains the representation of
the phage proteome. The model consists of 3 fully connected hidden
layers. The first layer contains 128 nodes, followed by a layer with 32
nodes, and followed by a layer with 8 nodes. The activation function
used for the hidden layers is the Rectified Linear Unit (ReLU). The
last layer in the neural network is a softmax layer containing 2
nodes, where the argmax function is used between the 2 nodes
to predict whether an interaction between the phage-host pair is
positive or not. The model was built using Pytorch [28]. We used
the Adam function as our optimizer, with an initial learning rate
of 0.75, which is multiplied by 0.75 every 75 epochs, to smoothen
out the training loss as the number of epochs increases. We used a
batch size of 256.

2.6 Evaluation
We evaluated our models on our test set. The performance met-
rics used to evaluate our models are accuracy, precision, recall,
specificity, and F1 score.

Our data and codes are available at: https://github.com/
bioinfodlsu/phi-prediction

3 RESULTS AND DISCUSSION
3.1 Evaluation result
The result of evaluating different protein representations as input
to different machine learning classifiers is shown in Table 1. The
ROC curve, together with its AUC value is shown in Figure 3.

As can be observed from Table 1 and Figure 3, the different
protein representations provide similar results across different clas-
sifiers (except for the statistical profile), with each representation
outperforming the others in one kind of performance metric, but
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Table 1: Results of evaluating different protein representa-
tions as input to random forest, SVM, and neural network
classifiers, for predicting phage-host interaction.

Protein
representation

Metric Random
Forest

SVM Neural
Network

3-mer

Accuracy 0.596931 0.598546 0.653473
Precision 0.585960 0.592988 0.627346
Recall 0.660743 0.628433 0.756058
Specificity 0.533118 0.568659 0.550889
F1 Score 0.621109 0.610196 0.685714

Statistics
profile

Accuracy 0.492730 0.522617 0.423263
Precision 0.484642 0.525180 0.413793
Recall 0.229402 0.471729 0.368336
Specificity 0.756058 0.573506 0.478191
F1 Score 0.311404 0.497021 0.389744

ProtVec

Accuracy 0.590468 0.650242 0.627625
Precision 0.564815 0.606651 0.586623
Recall 0.788368 0.854604 0.864297
Specificity 0.392569 0.445880 0.390953
F1 Score 0.658125 0.709591 0.698890

Seq2Vec

Accuracy 0.596931 0.570275 0.608239
Precision 0.567114 0.573854 0.573465
Recall 0.819063 0.546042 0.844911
Specificity 0.374798 0.594507 0.371567
F1 Score 0.670192 0.559603 0.683214

ProtTrans
(ProtBFD
+ Prot5)

Accuracy 0.489499 0.533118 0.627625
Precision 0.341463 0.572438 0.589569
Recall 0.022617 0.261712 0.840065
Specificity 0.956381 0.804523 0.415186
F1 Score 0.042424 0.359202 0.692871

being outperformed in another. For example, as shown in Table 1,
3-mer as input to the neural network slightly outperforms pro-
tein embeddings as input to the neural network in terms of accu-
racy, but as shown in Figure 3c, some protein embeddings such
as ProtVec and ProtTrans slightly outperformed 3-mer in terms of
AUC. Protein embeddings acquired from protein language models
are shown to provide good results compared to the conventional
k-mer profile representation when compared to other tasks found
in bioinformatics such as predicting molecular function [34, 36].
However, protein embeddings do not necessarily improve classifier
performance compared to a more conventional 3-mer profile in our
phage-host interaction problem setting, possibly because protein
embeddings on other tasks where it performed well are used in-
dividually as an input, whereas in this study, protein embeddings
undergo averaging or mean-pooling due to the hosts and phages
having multiple proteins. This averaging of embeddings may lead to
the loss of information. Given our current results with the accuracy
peaking only at about 65% and similarly low values of precision
and recall, there is still room for improvement.

The statistical profile proposed by Li et al. [21] for their PredPHI
classifier does not provide good results when used as an input to our
classifiers as shown in Table 1 and Figure 3. A possible reason for
the statistical profile not providing good results is that calculating

(a) ROC Curves of different Protein representation as
an input to a random forest classifier

(b) ROC Curves of different Protein representation as
an input to a SVM classifier

(c) ROC Curves of different Protein representation as
an input to a Neural Network classifier

Figure 3: ROC Curves of different protein representation on
different classifiers.

the statistical values of protein-derived features over a large number
of protein sequences (such as the mean of amino acid ‘A’ frequency
overall protein sequences of a phage), might not provide predictive
signals for the machine learning models.
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Figure 4: Visualization of the effect of different protein rep-
resentation vector sizes in terms of the accuracy of classifiers
for predicting phage-host interaction. RF indicates Random
Forest, SVM indicates Support Vector Machine, NN indicates
Neural Network

3.2 Host-specific evaluation
Shown in Table 2 is the performance of the SVM classifier using
ProtVec protein embeddings as the input, for each type of host found
in the test set. ProtVec embeddings and SVM were selected in this
discussion since they achieved the highest accuracy when pairing
a protein embedding with a machine learning model as shown in
Table 1. For cases where a certain host only has a small number of
recorded phage-host pairs, Young et al. [37] disregarded the hosts
where the host does not have a minimum of 28 phages infecting
it. However, in our current problem formulation, our classifier can
still predict phages even for a host with a small number of recorded
phages that infect it such as Mycobacterium tuberculosis with only
14 samples.

3.3 Effects of protein representation vector sizes
As can be observed from Figure 4, the vector size of protein repre-
sentation does not correlate with the accuracy of the classifiers. For
instance, ProtVec embedding is one of the top-performing repre-
sentations even if it has the smallest vector size, outperforming the
ProtTrans embedding, the largest vector size embeddings tested in
this study, and even matching the performance of the 3-mer profile,
which is 80 times larger in vector size. This suggests that the vector
size does not directly affect the performance of the classifiers.

3.4 Future directions
Due to the large amount of proteins found on both the phage’s
proteome and the host’s proteome, performing averaging or mean-
pooling of protein representation for each proteome might lead to
loss of information. It would be interesting to filter the proteins

that are related to the adsorption process, such as receptor-binding
proteins of the phages or surface proteins of the hosts.

For filtering the phage’s receptor-binding proteins, there has
been previous work that filters the proteins based on the gene an-
notations [5, 12]. For cases where a gene does not have annotations,
there are tools available for annotation such as Prokka [32]. There’s
also a recent study by Boeckaerts et al. [6], which aims to predict
whether a protein is a receptor-binding protein or not, given the
protein sequence. The authors proposed two approaches: the first
one uses Hidden Markov Models that represent protein domains
strictly related to phage RBPs, and the other one generates protein
embeddings and uses them as input to a machine learning classifier.

For filtering the host’s surface proteins, to the best of our knowl-
edge, there are currently no studies that can directly identify whether
a protein can be found on the bacterial surface or not. However,
there are studies that can identify the subcellular localization of a
given protein [1, 8, 16].

4 CONCLUSIONS
In this study, we defined the phage-host prediction problem as
taking the proteome of both the phage and the host as the input,
and deciding whether the phage-host pair interacts or not. We tested
different protein representations and different classifiers. Protein
embeddings acquired from protein language models are shown
to provide good results compared to a more conventional feature
such as a k-mer profile for various tasks in bioinformatics [34, 36].
However, protein embeddings did not necessarily improve classifier
performance in our phage-host interaction problem setting. For
future directions, it would be interesting to filter the proteins that
are related to the adsorption process, such as receptor binding
proteins of the phages or surface proteins of the hosts.
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ABSTRACT 

The Coronavirus Herd Immunity Optimizer (CHIO) is a 

relatively new nature-inspired algorithm that is inspired by the 

concept of herd immunity. The herd or population is said to be 

gradually affected by three different cases: the infected, 

susceptible, and immune cases. Improvements in the status of 

everyone in the herd is influenced by the algorithmic parameter, 

called the reproduction rate, or the rate at which a virus spreads. 

Performance of CHIO using benchmark optimization functions 

and comparison to well-known swarm-based algorithms have 

shown a good balance between exploration and exploitation. As 

CHIO is still in its infancy, this study attempted to use the 

original algorithm and its modified version to solve an NP-Hard 

problem, called the p-center problem. The modification was a 

simple addition of chaotic maps, tent and circle chaotic maps, to 

the original CHIO algorithm. Experimental and statistical results 

using household data sets from the Davao Region (Davao City, 

Tagum City and Digos City) showed that both CHIO and CHIO 

with chaotic maps can minimize the p-center problem with the 

former showing better results in most cases. Reproduction rate 

values were also varied, and results revealed that a higher basic 

reproductive of (BRr = 0.90) performed better than lower basic 

reproductive rate (BRr = 0.01).    
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1 Introduction 

Facility location decisions show a prominent role in strategic 

planning of many firms, companies, and governmental 

organizations [1] as it involves the optimal placement of services 

such as education, health, commerce and many more. Such type 

of decision fall under the p-center minimax location-allocation 

problem.  

The p-center problem is the location of facilities where the 

maximum distance between the nearest facility and its demand 

point is minimized [2]. Despite its simplicity and even in small-

scale, the p-center problem is considered an NP-Hard problem 

[3].  

 

The p-center in Euclidean space is in Equation 1: 

 

𝑚𝑖𝑛
(𝑥𝑖 , 𝑦𝑖)

𝑚𝑎𝑥
𝑖
 
𝑚𝑖𝑛
𝑗
 [(𝑎𝑖 − 𝑥𝑖)

2+ (𝑏𝑖 − 𝑦𝑖)
2] 

 

(1) 

 

where (𝑎𝑖 , 𝑏𝑖)  are the coordinates of the ith demand point and 

(𝑥𝑖 , 𝑦𝑖) are the coordinates of the ith facility. Deterministic and 

metaheuristic methods have been used in the past to solve the p-
center problem.  

 

The p-center problem was solved by Gaar and Sinnl [4] on a new 

integer programming formulation by means of branch-and-cut 

where cuts for customer demands points are iteratively 

generated. In the same study, they generated a way to use lower 

bound information to obtain stronger cuts which are at par with 

best known in literature. Computational studies with up to more 

than 700,000 customers and locations showed that, for many 

instances, the algorithm was competitive. Gaar and Sinnl [4] 

suggested hybridization techniques to alleviate time consuming 

calculations for some large-scale instances. Contardo, et al [5], 

on the other hand, solved the vertex p-center problem by 

proposing a row generation algorithm that iteratively solves 

smaller subproblems using subsets of the clients. Variable 

number of points are added in this subset at the end of each 

iteration. Computational experiments on up to 1 million clients 

and centers showed its scalability. Small values of p were solved 

to optimality whilst instances greater than 104 were solved faster 

than expected. Nematian and Sadati [6] introduced a p-center 

problem with demands treated as fuzzy random variables. The 
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problem was converted to a deterministic integer programming 

problem to be solved by new methods based on implementation 

of possibility theory and fuzzy random chance-constrained 

programming. Using the location of bicycle stations in Tabriz 

City, Iran, their method showed robustness and applicability to 

real cases with uncertainty. 

 

Anonymous [7] solved the Euclidean p-center problem using a 

nature-inspired optimization algorithm called the Stud Krill Herd 

Algorithm (SKHA). It was applied, for the first time, to the 

allocation of early warning devices (EWD) in Digos City, 

Philippines. Algorithmic parameters were tested and showed the 

capacity of SKH to find possible best locations of EWDs for p = 

5, 6 and 7.  Yin et al [8] used a greedy randomized solution and 

tabu search technique to solve the vertex p-center problem. The 

resulting solution is combined with one of the elite solutions by 

path-relinking, which consists in exploring trajectories that 

connect high-quality solutions. Their method showed 

competitive edge over state-of-the-art algorithms in literature 

both in solution quality and computational efficiency. 

Anonymous et al [9] also used the Moth-Flame Optimization 

Algorithm (MFOA) and Whale Optimization Algorithm (WOA), 

for the first time, on the Euclidean p-center problem. 

Experimental results using the Digos City, Philippines data 

alongside tests on algorithmic parameters showed the ability of 

both algorithms to find better locations for p=5, 6 and 7 as 

iterations progress. Between the two, MFOA generally showed 

better solution quality over WOA. 

 

In this study, a relatively new nature-inspired optimization 
algorithm called the Community Herd Immunity Optimizer 

(CHIO), attempts to solve the p-center problem, for the first time, 

using household data locations of Digos City, Davao City and 

Tagum City, Philippines. Furthermore, chaotic maps were 
introduced to determine how the algorithm behaves from the 

traditional randomized generation initial solution generation and 

fatality cases. This study aims to contribute to alternative 

approaches to the Euclidean p-center problem.  

2 Community Herd Immunity Optimizer 

 

Herd immunity is the indirect protection from an infectious 

disease that occurs when a population has established immunity 

to disease through vaccination or previous infection. CHIO is a 

relatively new nature-inspired optimization algorithm inspired 

by herd immunity developed by Al-Betar et al [10]. This 

algorithm aims to provide solution, 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) , to the 

minimization/maximization problem 𝑓(𝑥) , where 𝑛  is the total 

number of genes per individual. 

 

The seminal paper on CHIO compared the algorithm to seven 

well-known swarm-based algorithms [10]. Using 23 benchmarks 

functions. CHIO was able to obtain 16 out of 23 new results 

compared to the other methods. It was also used to solve real-

world engineering optimization problems and compared with 

nine other set of methods. CHIO was also proven to be generally 

competitive in these kinds of problems. It is important to note 

that CHIO had a variation called Multi-Objective CHIO, or 

MOCHIO [11], to optimize the design of a brushless direct 

current motor in the domain of magnetics. Results show that 

MOCHIO appears to be viable and dominant.  

 

The implementation procedure algorithm: 

1. Initialize algorithmic and control parameters to include 

the number of initial infected cases (𝐶0), maximum 

number of iterations (max _𝑖𝑡𝑒𝑟), population size or 

total number of cases/individuals (𝐻𝐼𝑆) and number 

of genes per individual, (𝑛), basic reproduction rate 
(𝐵𝑅𝑟) and maximum age of infected cases 
(max _𝑎𝑔𝑒). 

2. Generate the herd immunity population called 𝐻𝐼𝑃 

(Equation 2) of size 𝐻𝐼𝑃  with dimension 𝑛 . Each 

element in the matrix is generated randomly within the 
range of the lower bound and upper bound of the 

decision variables. Additionally, a one-dimensional 

status vector, 𝑆, of size 𝐻𝐼𝑆 is initiliazed to 0. The 𝑆 

vector later will contain the values 0 (susceptible case), 
1 (infected case) or 2 (immuned case). Another one-

dimensional vector, 𝐴,  of size 𝐻𝐼𝑆 , called the age 

vector is also initialized to zero. 

𝐻𝐼𝑃 =

[
 
 
 
𝑥1
1 𝑥2

1

𝑥1
2 𝑥2

2

⋯ 𝑥𝑛
1

⋯ 𝑥𝑛
2

⋮ ⋮
𝑥1
𝐻𝐼𝑆 𝑥2

𝐻𝐼𝑆
⋮ ⋮
⋯ 𝑥𝑛

𝐻𝐼𝑆]
 
 
 

 

 

 

(2) 

 

3. Evolve the population based on Equation 3. Depending 

on a generated random number, 𝑟, and the 𝐵𝑅𝑟, each 

individual will either be updated using Equations 4, 5, 

or 6. The indices 𝑐 , 𝑚  and 𝑣  are randomly chosen 

cases from the infected, susceptible and immune case, 

respectively. 

𝑥𝑖
𝑗(𝑡 + 1) =

{
 
 

 
 𝐶(𝑥𝑖

𝑗(𝑡))

𝑁(𝑥𝑖
𝑗(𝑡))

𝑟 ∈ [0, 1 3⁄ 𝐵𝑅𝑟)

𝑟 ∈ [1 3⁄ 𝐵𝑅𝑟, 2 3⁄ 𝐵𝑅𝑟)

𝑅(𝑥𝑖
𝑗(𝑡))

𝑥𝑖
𝑗(𝑡)

𝑟 ∈ [2 3⁄ 𝐵𝑅𝑟, 𝐵𝑅𝑟)

𝑟 ∈ [𝐵𝑅𝑟, 1)

 

 

 

(3) 

𝐶(𝑥𝑖
𝑗
(𝑡)) = 𝑥𝑖

𝑗(𝑡) + r × (𝑥𝑖
𝑗(𝑡)−𝑥𝑖

𝑐(𝑡)) (4) 

𝑁(𝑥𝑖
𝑗(𝑡)) = 𝑥𝑖

𝑗(𝑡) + r × (𝑥𝑖
𝑗(𝑡)−𝑥𝑖

𝑚(𝑡)) (5) 

𝑅(𝑥𝑖
𝑗(𝑡)) = 𝑥𝑖

𝑗(𝑡)+ r × (𝑥𝑖
𝑗(𝑡)−𝑥𝑖

𝑣(𝑡)) (6) 

 

4. Update the status and age vectors using Equation 7. 

The current solution will only be replaced by a new 

better solution (better immunity rate) else the age 

vector for this solution/case is incremented by 1.   
 

(𝑆𝑗,𝐴𝑗) = {
(1,1) 𝑖𝑓 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8
(2,0) 𝑖𝑓 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 9

 (7) 

𝑓 (𝑥 𝑗(𝑡 + 1)) <
𝑓 (𝑥𝑗(𝑡 + 1))

∆𝑓(𝑥)
𝑎𝑛𝑑 𝑆𝑗 = 0 𝑎𝑛𝑑 𝑖𝑠_𝐶𝑜𝑟𝑜𝑛𝑎(𝑥

𝑗(𝑡 + 1)) 
(8) 

𝑓(𝑥𝑗(𝑡 + 1)) >
𝑓(𝑥𝑗(𝑡 + 1))

∆𝑓(𝑥)
 𝑎𝑛𝑑 𝑆𝑗 = 1 

(9) 

𝑖𝑠_𝐶𝑜𝑟𝑜𝑛𝑎(𝑥𝑗(𝑡 + 1))

= {
1 𝐼𝑓 𝑛𝑒𝑤 𝑐𝑎𝑠𝑒 𝑖𝑠 𝑖𝑛ℎ𝑒𝑟𝑖𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑖𝑛𝑓𝑒𝑐𝑡𝑒𝑑 𝑐𝑎𝑠𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(10) 

 

 

5. Update fatality cases by regenerating a new random 

case if 𝐴𝑗 > 𝑚𝑎𝑥_𝑎𝑔𝑒 and 𝑆𝑗 = 1. The status and 

age values for this case is set to 0 and 1, respectively. 

6. The algorithm iterates steps 3 to 5 until max _𝑖𝑡𝑒𝑟 

iterations are reached. 
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For a more helpful understanding, these six primary steps are also 

represented as a flowchart using Figure 1.  

 

 
Figure 1: Flowchart of the Coronavirus Herd Immunity 

Optimizer (Lifted from Al-Betar et.al, 2020). 

3 Chaotic Maps 

Chaotic systems are rule-based systems with mathematically 

accessible input-output relationships. The output behaves 

randomly yet adhering to specific analytically grounded 

relationships. Its output is confined to two values making them 

suited for usage as a random factor to weaken particle movement 

paths and improve their exploring capabilities [12]. Studies in the 

past proved to show positive impact of using chaotic maps in 

optimization algorithms ([13],[14]). 

In this study, two types of chaotic maps that have improved 

previous studies will be presented and used.   

3.1 Tent Chaotic Map 

The Tent Chaotic Map is defined in Equation 11 where 𝑥𝑘 is a 

random value from 0 to 1 and 𝜇 is a value chosen between 0 to 

2. The values from this chaotic map ranges from 0 to 1 and tends 

to generate a tent-like shape of the graph.  

 

𝑥𝑘+1 = {
𝜇𝑥𝑘 𝑥𝑘 < 0.5

𝜇(1 − 𝑥𝑘) 𝑥𝑘 ≥ 0.5
 

(11) 

  

A study by Demidova and Gorchakov [14] comparing tent 

chaotic map to non-chaotic pseudorandom number generators 

showed that the former can yield more symmetrically and 

uniformly distributed real numbers. The tent chaotic map was 

used in place of the traditional pseudorandom number generators 

in implementing the Fish School Search Algorithm as tested on 

benchmark test functions. With the incorporation of exponential 

step into the algorithm, accuracy was improved and was proven 

to be more effective compared to Particle Swarm Optimization 

and Genetic Algorithms.  

3.2 Circle Chaotic Map 

The Circle chaotic map or the sine circle map, as seen in Equation 

12, is an iterated one-dimensional map [15]. The value 𝑥𝑘 is a 

random number between 0 and 1 and a and b are the external 

applied frequency and strenghth of nonlinearity, respectively. 

𝑥𝑘+1 = 𝑥𝑘 + b −
𝑎

2𝜋
𝑠𝑖𝑛(2𝜋𝑥𝑘)𝑚𝑜𝑑(1) 

(12) 

 

The same study by Demidova and Gorcothakov [14] showed that 

the circle chaotic map was competitive compared to other chaotic 

maps. It was, however, less superior than the tent chaotic map. 

  

With the potential of CHIO in solving optimization problems and 

the proven effectiveness of chaotic maps to improve existing 

algorithms, this study investigated using the classical CHIO 

(CPC) and CHIO with Chaotic Maps (CCMPC) to solve the p-

center problem. 

4 CPC and CCMPC for the p-center problem 

This study focuses mainly on, one, the performance of CHIO on 

p-center problems and, two, the effect of replacing the pseudo 

random number generators for the initial population generation 

and generation of fatality cases using tent and circle chaotic maps 

into CHIO. The classic CHIO will be labelled as CPC while any 

of the two CHIO with chaotic maps with be labelled as CCMPC. 

4.1 Test Data and Parameter Settings 

4.1.1 Datasets. The algorithms will be tested using datasets 

from the cities of Davao region in the Philippines. The Davao 

City dataset was obtained from the Phil-LIDAR2 project of the 

Anonymous (details omitted for double-blind reviewing) and has 

186,244 household data. The Digos City dataset was lifted from 

the Phil-LIDAR1 project of the same university with a total 

number of 23,882 household data. Lastly, the geotagged dataset 

of Tagum City that was obtained from the City Planning 

Development Office of Tagum City with 60,000 household data. 

 

In the interest of time and limited computing resources during 

the conduct of the study, the study utilized a sample of 30% of 

the total household data for each city. Thus, the number of 

household data used in the study for Davao, Digos, and Tagum 

datasets were 55876, 7165, and 18074, respectively. 

 

4.1.2 Parameter Settings. Presented in Table 1 are the 

parameter settings including the algorithmic parameters for 

CHIO, and the parameters used for the chaotic maps. 

Furthermore, two values of the basic reproduction rate parameter 

were also experimented on when dealing with slow (BRr = 0.01) 

and fast-spreading (BRr = 0.90) infections. All in all, there are 

18 different parameter configurations considering 3 data sets 

(Davao, Digos, and Tagum), algorithm versions (Classic Chio, 

Chio with Circle Chaotic Map and CHIO with Tent Chaotic 

Map) and basic reproductive rate (0.01 and 0.90). Each 
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parameter configuration is independently run 30 times to allow 

for statistical analysis. 

4.2 Experimental Results 

The goodness of the performance of CPC and CCMPC is 

initially gauged by the quality of the fitness values using 

Equation 1 (descriptive and inferential statistics), and then 

checks the algorithm performance based on CPU Time (time at 

which the algorithm first found the best solution) as a secondary 

criterion. 

 

Table 1. Experimental parameters.  

Parameter Value 

Basic reproduction rate (BRr) 0.01 and 0.90 

Maximum age for infected cases (max_age) 100 

Initial infected cases (C0) 1 

Maximum number of iteration (max_itr) 30000 

Total number of solution (HIS) 30 

Number of facilities/centers (n) 6 

μ   (Tent map) 

a   (Circle map) 

b   (Circle map) 

2 

0.5 

0.2 

  

4.2.1 Basic reproduction rate 0.01. Results for the different 

datasets and algorithms on using BRr = 0.01 are presented in this 

section. Statistical analyses were done on the fitness values, and 

results show that no significant difference was observed between 

the Classic CHIO (CC) and CHIO with Tent Chaotic map (CTC) 

for the Davao City dataset. Figure 2 (A and B) shows the 

convergence of the fitness values for these two algorithms as the 

iteration progresses.  There is a drastic decrease/improvement in 

the fitness values on its first 10000 iterations and has been 

gradually declining upon further iterations. It is also important to 

note that improvements are still visible from iteration 25,000 

onwards, where a possible decrease in the fitness value may still 

be achieved if iterations are to be increased. 

 

Table 2 also shows the descriptive statistics associated with this 

experiment as well as the time at which the best fitness value was 

first observed (CPU time). Classic CHIO obtained the most 

desirable solution terms of best, worst, mean fitness values and 

CPU time. CHIO with Circle Map, however, generated very 

similar (stable) fitness values as shown by the lowest standard 

deviation value. 

 

Graphs of the best performing algorithms in each dataset, 

showing the initial and final position of the centers were overlaid 

on Google earth. The radius of the circles indicates the fitness 

value of the solution generated. Final locations tend to be closer 

to the actual households of the city and are more within the 

boundary of the region shows a more desirable result. Figure 2 

(A and B) shows that the radii of the red circles are smaller than 

the green circles, indicating improvement on the solutions 

generated by the algorithm as it progresses. 

 

Statistical analysis for the different algorithms on the Digos City 

dataset showed that Classic CHIO was significantly better than 

the two CCMPCs while Classic CHIO and CHIO with Circle 

chaotic map were not significantly different from each other 

when tested on the Tagum City dataset. 

Table 2. Best, worst, mean, and standard deviation for Davao 

City dataset using BRr=0.01 in meters. 
 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

Best Fitness 

[BF] 

8426.3650 8949.5450 8790.3260 

Worst Fitness 

[WF] 

12941.3500   14457.9340 13728.8590 

Mean Fitness 

[MF]  

9429.0290 9695.9080 9911.0030 

Standard 

Deviation 

[SD] 

516.7280 492.1120 424.5360 

Mean CPU 

Time [MCT] 

(s) 

116406.0644 117120.9388 124436.3418 

Value/s in bold character indicates the best value among the setup. 

Tables 3 and 4 show the descriptive statistics of the different 

algorithms for Digos City and Tagum City, respectively. For the 

Digos City dataset, the Classic CHIO obtained the most desirable 

solution in terms of best, worst, and mean fitness values. CHIO 

with Tent Chaotic Map, however, generated very stable fitness 

values as well as faster CPU time. For the Tagum City dataset, 

on the other hand, the Classic CHIO was able to find the best 

fitness value and best mean fitness value. CHIO with Circle 

Chaotic Map was the most stable as shown by the least standard 

deviation and the quickest to finish among the three. 

Table 3. Best, worst, mean, and standard deviation for Digos City 

dataset using BRr=0.01 in meters. 
 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

BF 2051.7720 2299.6306 2370.4583 

WF 3393.7780 3921.0970 5092.3250 

MF 2451.7308 2601.8463 2660.9530 

SD 151.7184 137.1814 153.01201 

MCT 15498.9406 13063.4300 16704.6842 

Value/s in bold character indicates the best value among the setup. 

Table 4. Best, worst, mean, and standard deviation for Tagum 
City dataset using BRr=0.01 in meters. 

 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

BF 5007.1218 5166.2807 5142.2310 

WF 7586.5770 8169.4670 9426.3870 

MF 5619.5590 5793.7950 5757.1058 

SD 220.5652     273.1929     259.5690     

MCT 36112.5090 38435.4468 33713.8444 

Value/s in bold character indicates the best value among the setup. 

Shown in Figure 2 (C) and Figure 2 (D and E) are the 

convergence graph and the initial and final positions for the best 

performing algorithms for Digos and Tagum datasets. 

Convergence behavior of the fitness values for the different 

algorithms as iterations progressed for Digos and Tagum City 

dataset were similar to that of the Davao City these graphs. It 

emphasizes that the algorithm can improve solutions even with a 

different basic reproduction rate, and improvements were evident 

by a tighter (smaller) radius of p-centers at the end of the 

iteration. 
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(A)            (B)                  (C)       (D)              (E) 

                            (Davao City)                                           (Davao City)                                                (Digos City)                                           (Tagum City)                                                (Tagum City) 

 

 

          

                                    
   (F)                (G)                    (H)         (I)            (J) 

                                 (Davao City)                                               (Davao City)                                                    (Digos City)                                             (Tagum City)                                                (Tagum City) 

 

 

Figure 2: Convergence Graph(top) and Initial [green] and Final [red] (bottom) locations of the best solution/s using BRr = 0.01 (A through E) and BRr = 0.90 (F through J).  
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4.2.2 Basic reproduction rate 0.90. Results for the different 

datasets and algorithms on using BRr = 0.90 are presented in this 

section. It is worth noting that the best algorithms for a particular 

dataset and behaviour of convergence maps for this BRr had the 

exact similar results as with BRr = 0.01. The descriptive statistics 

resulting from BRr = 0.90, however, were different from that of 

BRr=0.01. 

 

Tables 5, 6 and 7 show the descriptive statistics of the different 

algorithms for Davao City, Digos City and Tagum City, 

respectively. For the Davao City dataset, Classic CHIO acquired 

the most desirable value for the best and mean fitness, while 

CHIO with Tent Chaotic Map has the lowest worst fitness value. 

CHIO with Circle Chaotic Map, however, has least deviated 

fitness and the fastest to converge to the best solution. For the 

Digos City dataset, Classic CHIO obtained the most appealing 

results for the best, worst, and mean fitness values, as well as the 

most stable fitness as depicted from it having the lowest standard 

deviation among the three. All while, CHIO with Circle Chaotic 

Map is the quickest to arrive with the best solution. Lastly, for 

the Tagum City dataset, the best fitness value among the 

algorithms was acquired by CHIO with Tent Chaotic Map as well 

as the quickest to arrive at the best solution. While Classic CHIO 

has the best result for the values of the worst and mean fitness. 

CHIO with Circle Chaotic Map, however, is the most stable 

having the least deviated fitness values among the algorithms. 

 

Statistical analysis for the different algorithms using BRr=0.90 

for the different datasets produced similar results as that of the 

BRr=0.01. That is, Classic CHIO and CHIO with Tent Chaotic 

Map for the Davao City dataset; Classic CHIO for the Digos City 

dataset and Classic CHIO and CHIO with Circle Chaotic Map 

for the Tagum City dataset.  

 

Plots of the solutions of the best performing algorithms for each 

dataset and its corresponding graphs are presented in Figure 2 (F 

through J). Convergence graphs for all these figures showed 

similar in behaviour as observed with BRr=0.01 where clear 

decrease in convergence trend can be observed. Plots of the p-

centers also show improvement with the final (red) locations 

having tighter radii than the initial (green) locations. Again, it is 

to note that some final locations were in a body of water as seen 

in Figure 2 (F through J). 

 

Table 5. Best, worst, mean, and standard deviation for Davao 

City dataset using BRr=0.90. 
 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

BF 8242.3331 8676.8444 8690.9238 

WF 9893.9472 9734.0202 9893.1809 

MF 9125.2997 9291.7594 9406.9496 

SD 412.7521 292.3905 291.1344 

MCT 129340.2153 117904.6340 93334.1110 

Value/s in bold character indicates the best value among the setup. 

 

Table 6. Best, worst, mean, and standard deviation for Digos City 

dataset using BRr=0.90. 
 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

BF 2096.2230 2153.8885 2252.4427 

WF 3359.3790 3925.4880 5092.3180 

MF 2373.0290 2541.3992 2586.2832 

SD 123.0010 178.1307 152.7004 

MCT 15309.2362 12273.7748 11485.1806 
Value/s in bold character indicates the best value among the setup. 

Table 7. Best, worst, mean, and standard deviation for Tagum 

City dataset using BRr=0.01. 
 Classic 

CHIO 

CHIO 

w/ Tent 

CHIO 

w/ Circle 

BF 4853.6119 4811.3694 5170.6444 

WF 7524.0990 8061.8010 9426.3880 

MF 5460.7795 5645.6838 5540.4572 

SD 247.0989 264.1345 199.0190 

MCT 37433.6903 30490.1096 32811.7169 
Value/s in bold character indicates the best value among the setup. 

4.2.3 BRr 0.01 vs BRr 0.90.  For better understanding of the 

comparisons on this section of the results, nine experimental 

setups were defined. Classic CHIO algorithm was used for the 

setups S1, S2, and S3, using Davao, and Tagum City datasets, 

respectively. Additionally, CHIO with Tent Chaotic Map, and 

with Circle Chaotic Map, were used for S4 through S6, and S7 

through S9, respectively using the same dataset order as classic 

CHIO. 

 

Corresponding best fitness values were recorded for each of the 

experimental setup and is presented using Table 9 for the 

different basic reproduction rates. It can be observed that 7 of the 

9 setups performed better when the basic reproduction rate is 

0.90. 

 

Table 10 shows the summary of the statistical result using the 

best fitness values for all the algorithms. At a significance level 

of 0.05, 8 of the 9 setups have enough reason to believe that there 

is a significant difference between the two basic reproduction 

rates in terms of fitness value.  

 

Table 9. Best fitness values and Mean Ranks using basic 

reproduction rates 0.01 and 0.90. 

Setup 
Fitness Value Mean Rank 

BRr = 0.01 BRr = 0.90 BRr = 0.01 BRr = 0.90 

S1 8426.3654 8242.3331 28.5000 32.5000 

S2 2051.7720 2096.2250 31.1000 29.9000 

S3 5007.0532 4853.6119 29.7300 31.2700 

S4 8949.5453 8676.8444 31.8300 29.1700 

S5 2299.6306 2153.8885 30.8300 29.1400 

S6 5166.2807 4811.3694 35.7700 25.2300 

S7 8790.3264 8690.9238 36.7000 24.3000 

S8 2370.4583 2252.4427 37.9300 23.0700 

S9 5142.2311 5170.6444 30.8000 30.2000 

Value/s in bold character indicates better value for fitness and mean rank comparing 

two basic reproduction rates. 
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Table 10. Mann-Whitney U-test result using at alpha = 0.05. 

Setup (0.01 vs 0.90) p-value 

S1 0.018737 

S2 0.011710 

S3 0.018005 

S4 0.001030 

S5 0.074779 

S6 0.000604 

S7 0.000604 

S8 0.000604 

S9 0.000604 

Value/s in bold character indicates significant difference. 

 

Furthermore, the mean ranks of each comparison are also 

recorded and are also presented in Table 9. It can be observed 

that best fitness values using the basic reproduction rate value 

0.90 performs better compared to basic reproduction rate value 

0.01.  

 

Based on the descriptive and inferential statistical evidence, 

using basic reproduction rate value of 0.90 provides better 

results. A lager basic reproduction rate (BRr) means that the 

generated solutions underwent frequent changes (refer to 

Equation 3), providing a larger solution space to explore.  

5 Conclusion 

CHIO showed a good balance between exploration and 

exploitation as concluded by Al-Betar et.al. With this and the 

algorithm being new, it presented itself as a good area for 

research to further explore its capabilities, hence, being used in 

this study to solve the p-center problem. 

 

When tested, Classic CHIO resulted in improvement on the 

fitness values of the solution generated, indicating that the 

population has been acquiring herd immunity. This means the 

effectiveness of CHIO in solving the p-center problem.  

 

Overall, any of the algorithms (CPC and CCMPC) are effective 

for all tested datasets. From which can be concluded from the 

statistical results on Davao and Tagum City showing no 

significant difference between algorithms. However, CPC 

emerged to be one if not the lone best performing algorithm for 

all three datasets on all BRr experimental values.  

 

The value of the BRr also affects how the algorithms search the 

solution space. The larger BRr, in this case 0.90, the better 

algorithm performs compared to 0.01 with respect to the best 

fitness. The increased rate of exploring the solution space could 

have affected the results. 

 

Further investigation on parameters used, and feasibility of the 

location of the centers still calls for improvement. The resulting 

location of the centers can also be subjected to land use land 

cover of each city to determine viability of putting up centers in 

those areas. This can also include elevation, nearness to highway, 

among others. The authors are also currently investigating the 

algorithm using full household data set used in this study.  

 

The extent of the capabilities of this algorithm are still to be 

tested and can also be used to solve other optimization problems. 

However, the methodology used in this study can already aid 

local government units in finding best initial locations for 

services such as emergency centers, early warning devices, fire 

stations, bicycle stations, and others. 

 

Nevertheless, CHIO was found to be very capable and can be 

considered as an alternative to state-of-the-art methods in solving 

the p-center problem. 
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ABSTRACT
This study presents an innovative and novel approach to section re-
trieval from the National Internal Revenue Code (NIRC) of the
Philippines, leveraging advanced Natural Language Processing
(NLP) techniques. The study shares the first documented dataset
on manually annotated questions from the NIRC bar exam review
materials, as well as a methodology for generating synthetic data
using instruction-tuned Large Language Models such as Mistral
7b. Utilizing text embedding models, the research also explores the
efficacy of preprocessing techniques, the impact of learning rates on
model performance, and the computational considerations of using
language models like Dense Passage Retrieval (DPR) and Jina Em-
beddings v2. The findings reveal that Jina Embeddings v2, trained
on the combination of the original and synthetic datasets, delivers
the highest accuracy, successfully retrieving a single relevant sec-
tion out of 311, 70.52% of the time. A web application (DAKILA) was
developed to house the system and serve as an interface between
the retrieval pipeline and the user. Feedback was collected from
students and practicing professionals from the fields of law and
accountancy using the System Usability Scale (SUS), demonstrating
strong user satisfaction and DAKILA’s potential as a legal research
tool.

KEYWORDS
Natural language processing, large language models, information
retrieval, text embedding models, Philippine Tax Code, National
Internal Revenue Code, statute law retrieval

1 INTRODUCTION
Natural Language Processing (NLP), a subset of Artificial Intelli-
gence (AI) related to Machine Learning (ML) and Deep Learning
(DL), has made significant strides in multiple industries within the
last decade. Its impact on the legal sector is particularly notewor-
thy, offering innovative tools that serve both professionals and the
public. NLP-driven predictive models have been instrumental in
elevating the capabilities of legal practitioners, including lawyers
and researchers. These models enhance case analyses and support
the formulation of compelling legal arguments, marking a signifi-
cant leap forward in legal practice [1, 26]. Moreover, advancements
in automated summarization and question-answering technolo-
gies have dramatically improved the comprehension of complex
legal documents. These tools efficiently distill extensive, intricate
texts into manageable summaries, alleviating the burden of manual
analysis. Consequently, they significantly reduce the likelihood of
misinterpretation and variability in understanding, making legal
information more accessible and navigable [13, 20, 21].

In the Philippine legal domain, various NLP methodologies have
been applied, focusing on Supreme Court cases. One study pre-
dicted outcomes of criminal cases using text analysis with machine
learning techniques like random forest classifiers and support vec-
tor machines [25]. Another explored semantic analysis for retriev-
ing relevant case laws using Doc2Vec and cosine similarity mea-
sures [18]. Additionally, Juris2Vec, leveraging a mix of Word2Vec,
GloVe, and fastText, created domain-specific embeddings tailored
for Philippine legal texts, enhancing the precision and relevance of
legal research in the Philippines [14].

While advancements in NLP have notably improved legal anal-
ysis and document accessibility in the Philippines, a significant
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Figure 1: Main Process Flowchart

area for development remains in making statute laws more compre-
hensible to laypersons and more easily navigable for professionals.
Current efforts focus on analyzing Supreme Court decisions, but
there is a critical need for initiatives that simplify the statutory text
for non-specialists. Enhancing NLP applications to decode complex
legal terms into understandable language would not only empower
the public with better legal understanding but also aid legal experts
by facilitating faster access to essential statutory details. This high-
lights the importance of dedicated research towards creating tools
specifically designed for the intricacies of Philippine statute law,
aiming to eliminate the barrier posed by legal jargon.

This study aimed to pioneer a novel and credible section retrieval
NLP dataset based on the National Internal Revenue Code (NIRC)
as of 2023, also known as the Philippine Tax Code. The creation
of NLP datasets tailored to the Philippine legal context is vital for
capturing the unique linguistic nuances and sociocultural elements
that influence legal terminology in the country [1, 3, 13, 21]. By
aligning NLP resources with local contexts, this initiative aims to
mitigate ambiguities and bridge interpretative divides that often
arise when legal documents are analyzed from a purely foreign
standpoint [2]. This localized approach not only enhances the pre-
cision of legal NLP applications but also broadens their usability
and relevance across different cultural and legal frameworks. More-
over, this project sought to develop the accompanying NLP pipeline
for statute law section retrieval. Various models and techniques
were employed and evaluated within each task of the ensemble,
i.e., dataset generation and relevant section retrieval. Integrating it
into a web application, serving as the third objective of the study,
facilitated the collection of essential feedback from its targeted
primary users—Philippine professionals and students engaged with
the law—via a System Usability Scale (SUS) survey.

2 METHODOLOGY
The methodology for this project adopts a comprehensive strategy
to develop a robust section retrieval system for the NIRC. It starts
with the assembly of a detailed dataset comprised of questions de-
rived from the NIRC and corresponding relevant sections, done
through both manual curation and the generation of synthetic data
using advanced Large Language Models (LLMs) fine-tuned to follow
specific instructions. This dual approach ensures a rich and varied
corpus. The core of the system leverages text embedding models,
meticulously fine-tuned to grasp the subtleties of Philippine legal
texts, for the alignment of queries with pertinent sections. Subse-
quently, integration of the finalized system into a web application
and its beta testing provides insights as to how utilizing NLP to

tackle the distinct challenges presented by legal documents can
create a retrieval system that excels in accuracy, computational
efficiency, and usability.

2.1 Datasets
The dataset comprised three key components: (1) questions based
on the NIRC updated as of 2022, (2) relevant section number, and (3)
the text of that relevant section, ensuring each question is matched
to only one relevant section.

2.1.1 Manual Annotation for Original Dataset. The original dataset
drew its content from reputable Philippine bar exam review materi-
als from 1994 to 2022. Each item was thoroughly checked against the
NIRC for validity. To address limitations in quantity and enhance
the dataset’s quality, strategies such as negation and paraphras-
ing were employed, enriching the dataset while mitigating any
potential biases [2]. Furthermore, to maintain a focus on the uni-
versal applicability, specific names in situational questions were
substituted with generic identifiers.

2.1.2 Large LanguageModels for Generation of Synthetic Dataset.
In the interest of further expanding the dataset to encourage di-
versity and better representation of the NIRC, the utilization of
Large Language Models (LLMs) to generate a synthetic dataset was
explored. The comparison of model capabilities and constraints
shown in Table 1 informed the selection process. The Mistral-7B-
Instruct-v0.2 model [7], referred to as Mistral, was chosen for its
high performance on the MT-bench [26] and MMLU benchmark [6],
indicating strong capabilities in multilingual translation and un-
derstanding across a range of subjects—key qualities for creating a
diverse legal dataset.

Additional models within the computational scope were Llama-
7-2b-chat [23] and Zephyr-7b-beta [24], both compatible with the
hardware limits of Google Colab’s A100 GPU with 40 GB of VRAM.
Zephyr is trained on the Mistral 7B model, ensuring a high level of
performance similar to Mistral. Despite their potential, Mistral’s
top-tier performance on benchmarks central to the project’s goals
ultimately solidified its selection. In contrast, the larger SOLAR-
10.7B-Instruct-v1.0 model [9] was not considered further due to
exceeding the hardware’s computational capabilities. Thus, Mistral
was chosen, balancing advanced language generation with the
available resources to effectively enhance the dataset with synthetic
legal text.

The synthetic dataset generation process harnessed the instruction-
tuning capability of the Mistral model. Each section of the NIRC
was inputted into the model sequentially, with a directive to craft
five distinct questions based on the content of the section, along
with corresponding answers. Additional instructions were given
to prevent leakage of section numbers into the questions and to
format the output as "Q: [Question] A: [Answer]". This structured
prompt was crucial for the model to generate the desired output.
Post-generation, regular expressions (RegEx) were employed to
meticulously extract the data and store it in a CSV file. This stream-
lines the process of dataset creation and ensures ease of integration
into the retrieval system. Fifty randomly sampled entries were sent
to a lawyer who deemed it to be an adequate reflection of the NIRC.
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Table 1: Open-source Large Language Model Comparison for Dataset Generation

Model No. of Parameters MT Bench MMLU
Llama-2-7b-chat 6.74B 6.27 45.80
Mistral-7B-Instruct-v0.2 7.24B 7.60 60.80
Zephyr-7b-beta 7.24B 7.20 52.70
SOLAR-10.7B-Instruct-v1.0 10.70B 7.58 66.20

2.1.3 Dataset Splitting. The project created six distinct sets—three
for training and three for testing. The original dataset underwent
a stratified train-test split. A parallel process was applied to the
synthetic dataset. The last pair of datasets involved combining the
original and synthetic datasets prior to the stratified train-test split.
Impacts of the LLM-fabricated data inclusion, and the placement
of relevant section redistribution within the dataset preparation
pipeline, were assessed.

2.2 Section Retrieval Models
The methodology for section retrieval from the NIRC considered
several leading embedding models as shown in Table 2, evaluating
them on key aspects such as sequence length handling, performance
on benchmarks, and accessibility. BERT [4] set a foundational stan-
dard for deep bidirectional representation, while SBERT [19] refined
this for sentence-level embeddings, and DPR [8] focused on dense
passage retrieval. Despite their advancements, these models are
constrained by a token limit of 512, which is insufficient for the de-
tailed sections of the NIRC. Cohere AI’s cohere-embed-english-v3.0
model and OpenAI’s text-embedding offerings were also reviewed.
They exhibit an ability to handle longer contexts, a necessity for the
intricate legislative text. However, their proprietary and paywalled
API-only nature limits their practicality for extended use, especially
considering the potential scale of section retrieval tasks for the
NIRC.

The jina-embeddings-v2-base-en model (herein referred to as
Jina V2) emerges as a strong contender, primarily due to its impres-
sive token limit of 8192 [5]. This is particularly relevant given the
dense nature of legal documents; for instance, the longest section
of the NIRC comprises 6390 words, resulting in 8060 tokens upon
processing, as shown in Table 3.

In addition to Jina V2, the Dense Passage Retrieval (DPR) model
was also considered for the premise of its specialization in retrieving
long passages given short queries. For sections that exceeded its
token limit of 512, a chunking approach was employed, dividing the
text into overlapping chunks to maintain context continuity. These
chunks were individually processed through DPR, and the resultant
embeddings were aggregated to compute a representative mean for
the entire section. For DPR, embeddings are derived from a small
number of questions and passages using a dual-encoder framework,
utilizing separate BERT-based models for processing both queries
and context. This technique balances the model’s token constraints
with the need to preserve the depth and meaning of the legal text,
making DPR a valuable addition to the testing framework.

The decision to explore BERT and its derivatives for section
retrieval within the NIRC was informed by their notable success in

legal AI competitions such as the Competition on Legal Informa-
tion Extraction/Entailment (COLIEE) [10, 15–17] and Automated
Legal Question Answering Competition (ALQAC) [22], as well as
research findings outside of these competitions [3]. These sources
collectively underscore the utility of BERT-based models in parsing
and understanding complex legal texts, a capability that aligns with
the project’s objectives. Moreover, recognizing that the legal AI field
may not fully leverage the latest NLP and deep learning advance-
ments, there was a deliberate effort to integrate more recent NLP
technologies. This approach aims to harness underutilized deep
learning advancements, potentially enhancing the performance and
sophistication of legal document analysis beyond current legal AI
applications.

Moreover, Jina V2’s architecture, which includes mechanisms
such as Attention with Linear Biases and Gated Linear Units, pro-
vides a robust framework for the nuances of legislative language
processing. The pre-training on the "Colossal Cleaned Common
Crawl (C4)" dataset and further fine-tuning ensures that the model
is well-adjusted to English, suitable for the language of the NIRC.
The model’s capabilities are further validated by its performance
on benchmarks like MTEB and LoCo, indicating significantly high
results in embedding-related tasks, including long-context docu-
ment handling. The high scores suggest that Jina V2 can create
embeddings that capture deep semantic meanings, essential for
accurately matching queries to the relevant sections of the NIRC.

The MTEB (Massive Text Embedding Benchmark) [12] is a mul-
tifaceted benchmarking suite that specifically gauges the perfor-
mance of text embedding models on a variety of retrieval-related
tasks. It encompasses a broad spectrum of challenges, including doc-
ument retrieval, question answering, and semantic search, among
others. The aim is to measure how effectively a model can under-
stand and match query intent with relevant text content from a large
dataset, a crucial capability for information retrieval applications.

The LoCo (Long Context) benchmark complements this by test-
ing a model’s proficiency in managing and interpreting lengthy
text inputs. It is especially pertinent for evaluating a model’s per-
formance on extended passages, which is a common characteristic
of legal documents like the NIRC. LoCo assesses whether a model
can maintain its performance when dealing with long sequences,
which is essential for the retrieval of comprehensive sections that
contain the nuanced information required to accurately respond to
complex queries.

In selecting the Jina V2 model for section retrieval within the
NIRC, MTEB’s focus on retrieval-related tasks and LoCo’s focus
on tasks for longer contexts provide a strong foundation for its
appropriateness. These ensure that Jina V2 not only performs well
in general language tasks but also excels in the specific domain of
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Table 2: Embedding Model Comparison for Section Retrieval

Model Sequence Length MTEB LoCo Deployment
bert-base-uncased 512 - - Local
all-mpnet-base-v2 512 - - Local
dpr-single-nq-base 512 - - Local
Cohere embed-english-v3.0 512 64.47 66.60 API only
jina-embeddings-v2-base-en 8192 60.39 85.45 Local
text-embedding-3-small 8191 62.26 82.40 API only
text-embedding-ada-002 8191 60.99 52.70 API only

Table 3: Summary of NIRC Longest Section Lengths

Section
Number

Number of
Words

Jina V2
Tokens

BGE
Reranker
Tokens

34 6390 8060 8932
148 3070 4437 4851
144 2489 3286 3699
288 2199 3089 3466
22 2051 2684 2959

long context retrieval, which is central to the project’s objectives.
The model’s high scores in these benchmarks signify its capability
to create precise embeddings that facilitate the accurate matching
of queries to relevant sections of the text, validating its use for this
research.

Training and testing of the models were conducted with distinct
approaches for each phase. Training was performed on the differ-
ent datasets, with the model encoding question-relevant section
pairs. The loss was calculated based on one minus the cosine simi-
larity between the embeddings, aiming to minimize the distance
between semantically related question and section embeddings. For
the testing phase, a retrieval task approach was adopted where
section text embeddings were pre-computed, and each question
was dynamically encoded. The cosine similarity between the ques-
tion embedding and all section embeddings was calculated to rank
the sections according to relevance; whether the correct relevant
section was the top-ranked by the model or not was the basis for
calculating the accuracy. This process was facilitated using Google
Colab and a V100 GPU to leverage high computational power. The
training process was iteratively evaluated over various learning
rates with three epochs each to identify the optimal model configu-
ration. Memory constraints necessitated the use of smaller batch
sizes, coupled with gradient accumulation techniques, to achieve
an effective batch size of 40, which was determined to be ideal
for stability [11]. Optimization was carried out using the AdamW
optimizer, ensuring efficient training dynamics.

2.3 Deployment
2.3.1 Web Development. The development of the DAKILA web

application encapsulates a comprehensive user journey, starting
from a straightforward search page facilitated by a navigation bar
for easy access to various sections like Search, About Us, and the

Tax Code. Even before receiving a query, upon setting up the server,
the fine-tuned section retrieval model is pre-loaded, along with
its tokenizer and pre-computed NIRC embeddings. Upon receiv-
ing a query, the DAKILA algorithm initiates a step-by-step process:
first, it encodes this query using the tokenizer and fine-tuned model.
Next, it calculates cosine similarity scores between the query embed-
ding and all NIRC section embeddings, ranking them accordingly.
The top relevant sections, up to a user-specified number ’n’ (default-
ing to 5), are then displayed to the user. This system, developed with
Flask and utilizing pre-computed embeddings, ensures efficient and
consistent retrieval of legal sections. This architecture ensures that
user inputs are precisely processed, returning the most relevant
legal sections, thereby showcasing the potential of advanced NLP
techniques in making legal information more accessible and navi-
gable not only for professionals in law and accountancy but also
for the average layperson.

2.3.2 System Usability Scale Survey. Deployment of the DAKILA
web application was conducted, with user testing providing practi-
cal insights about its functionality and user interface. Volunteers
from law and accountancy fields interacted with the application.
Their experiences were quantitatively measured through the Sys-
tem Usability Scale (SUS) survey accompanied by an additional
Likert scale question inquiring about the perceived quality of its
section retrieval output. The questions asks if the user prefers DAK-
ILA over existing legal research tools, such as Google, CD Asia,
and LawPhil, when navigating the NIRC. Through the SUS survey,
we aim to evaluate the DAKILA web application’s ease of use, ef-
ficiency, and overall satisfaction in comparison to existing legal
research platforms. Overall, the survey seeks to understand the
application’s effectiveness in streamlining the search and retrieval
process for tax laws, focusing on user-friendly navigation and the
practical utility of the tool. Additionally, it will help highlight areas
for improvement, ensuring that DAKILA meets the evolving needs
of legal professionals and students by providing a more intuitive
and resourceful alternative to traditional legal research methods.

3 RESULTS AND DISCUSSION
This section details experimentation results leading up to the de-
termination of the best NLP pipeline for the purposes of this study.
The Jina-V2 model trained on the training dataset combined prior
to the stratified train-test split, at a learning rate of 1e-06 yielded
the highest test accuracy score.
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Table 4: Dataset Samples

Relevant
Section
Number

Dataset Query

259 Original Do you need a license to collect foreign payments?
172 Original Is there a time limit on how long a package can be detained by a revenue officer without legal proceedings?
107 Original Is an importer of flowers from abroad in 2011 liable for VAT?
60 Original What are the various trusts subject to income tax?
24 Original Is the 6% final tax rate imposed on all sales of real property classified as capital assets?
151 Synthetic What is the definition of ’gross output’ in the context of mineral taxation according to the Philippine Tax

Code?
147 Synthetic What are ’heated tobacco products’ and how are they different from ’vapor products’ as defined in this tax

code?
183 Synthetic What is the stamp tax for a life insurance policy with a coverage of PHP 1.2 million?
139 Synthetic What happens to fermented liquor that is unfit for consumption due to damage?
283 Synthetic How much of the excess collections from certain national taxes are distributed to local governments and

how much is kept by the National Government?

Figure 2: Relevant NIRC Section Distribution in the Original
and Synthetic Datasets

3.1 Datasets
The original dataset’s composition hinged on the availability of bar
exam reviewers. Figure 2 presents the original dataset’s skewed
distribution of the NIRC sections, highlighting areas deemed cru-
cial for legal practice. This skew may align with common search
queries but does not fully reflect the breadth of the NIRC. To ad-
dress potential gaps in coverage, the Mistral 7B-generated dataset
aimed to create a balanced representation, with a law professional
confirming the synthetic dataset’s quality. Table 4 shows samples
from both datasets.

The combined datasets, inclusive of both original and syntheti-
cally generated data, were foundational to the superior performance
of the Jina V2 model, despite the extended training time required as
seen in Tables 5 and 7. A strategic approach to combining the two
datasets and partitioning with stratification for training and testing
purposes contributed to a modest yet noteworthy improvement in

Table 5: Summary of Datasets

Dataset Training Testing Average Training Time
(min)

90% 10% DPR Jina V2
Original 918 102 3.10 4.43
Synthetic 1333 149 2.13 6.42
Combined 2251 251a 5.18 10.87
a This is comprised of 97 entries from the original dataset

and 154 from the synthetic dataset.

model accuracy. This performance uptick underscores the value of
a more diverse and representative dataset that ensures entries from
each NIRC section.

3.2 Section Retrieval Models
3.2.1 Training. In determining the best preprocessing techniques

for both DPR and Jina V2 models, various methods were scrutinized
individually for their impact on accuracy using the combined test
set. For the DPR model, lowercasing, removal of footnotes, removal
of special characters, and lemmatization emerged as beneficial,
leading to improvements in accuracy. Contrastingly, the Jina V2
model performed optimally without any preprocessing. With these
insights, the training and testing pipelines for each model were
implemented accordingly. Experimentation with data partitioning
showed that a 90:10 train-test split was optimal for the project
needs.

Figure 3 showcases a plot of learning rate versus accuracy across
three epochs for Jina V2 on the combined dataset, revealing that a
learning rate of 1e-06 was optimal, with higher epochs generally
leading to reduced accuracy except at very slow learning rates.
DPR and Jina V2 trained on the other variations of the dataset
showed their peaks at different learning rates, which are shown
in Tables 6 and 7, however, the observed decline in accuracy with

81



PCSC2024, May 2024, Laguna, Philippines Roque et al.

Figure 3: Learning Rate vs Accuracy for Each Epoch

an increase in the number of epochs ultimately holds true. The de-
crease in accuracy with additional epochs suggests that the models’
pre-existing language comprehension could be compromised by
excessive fine-tuning, leading to overfitting.

To preserve the innate capabilities of the models and optimize
accuracy, the final training iterations were conducted for a single
epoch, without a validation set, thereby utilizing the full scope of
the training data. Typically, a validation set is utilized between
epochs during model training to monitor and adjust the model’s
performance on data not seen during training. This intermediate
evaluation helps in fine-tuning model parameters and preventing
overfitting, ensuring the model generalizes well to new data. Given
that training for a single epoch yielded the best results, the deci-
sion to bypass the validation set was made, eliminating the need
for validation steps between epochs. This approach streamlined
the training process, focusing on maximizing the efficiency and
accuracy of the model.

3.2.2 Testing. For testing of the models fine-tuned on the com-
bined training dataset, the combined testing dataset questions were
first labeled as being either from the original or synthetic dataset
and sorted accordingly. However, for testing the models fine-tuned
on both the original and synthetic training datasets, the original and
synthetic testing datasets were merged for the combined testing
dataset. This was to ensure no overlap between the training and
testing datasets.

Table 6 surmises that the DPR model attained its highest test
accuracy of 34.02% when trained on the combined training dataset
with a learning rate of 6e-07. This is significantly surpassed by Jina
V2’s performance shown in Table 7, regardless of the testing dataset,
when fine-tuned on the combined training dataset, sporting the best
test accuracy scores of 63.92% on the original testing dataset, 74.68%
on the synthetic testing dataset, and 70.52% on the combined testing
dataset. This suggests a heightened model performance with the
integration of the synthetic dataset. This substantial difference jus-
tifies the tradeoff in choosing the latter as the final section retrieval
model despite its longer testing times documented in Figure 4.

Figure 4: Testing Time perQuery for SectionRetrievalModels

Figure 5: DAKILAWeb Application

3.3 Deployment
3.3.1 Comparison to Existing Resources. The comparison be-

tween DAKILA and existing legal resources for statute law in the
Philippines underscored DAKILA’s advanced capabilities. Other re-
sources often lacked the contextual understanding DAKILA offered,
relying on word frequencies and direct string matches that could
miss relevant information or introduce irrelevant results due to
their inability to interpret the nuances of legal queries. DAKILA’s
semantic search, coupled with features like a higher character limit
for queries and direct navigation to pertinent NIRC sections, ad-
dressed these drawbacks effectively. This not only improved the
precision of search results but also enhanced user experience by
streamlining access to specific legal information.

3.3.2 System Usability Scale Survey. The System Usability Scale
(SUS) employed in evaluating DAKILA utilized a 5-scale rating,
where participants rated their agreement with a series of statements.
Positive statements were assigned to odd-numbered questions, with
5 indicating strong agreement, reflective of a favorable view. Con-
versely, even-numbered questions were framed negatively, where a
score of 1 represented the best outcome, indicating a lack of issues
or challenges. This dual-phrased approach provided a balanced
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Table 6: Test Accuracy Scores for DPR Fine-tuning

Testing Dataset
Learning Rate Training Dataset Original Synthetic Combined

3e-06 Original 30.39% 20.81% 24.70%
1e-06 Synthetic 28.43% 23.49% 25.50%
6e-07 Combined 34.02% 20.13% 25.50%

Untrained 22.55% 21.48% 20.72%

Table 7: Test Accuracy Scores for Jina V2 Fine-tuning

Testing Dataset
Learning Rate Training Dataset Original Synthetic Combined

3e-06 Original 59.80% 59.06% 59.36%
7e-06 Synthetic 54.90% 59.06% 57.37%
1e-06 Combined 63.92% 74.68% 70.52%

Untrained 51.96% 57.72% 55.38%

Table 8: SUS Survey Results

No. SUS Questions Mean SD

1 I think that I would like to use this system frequently. 4.57 0.56
2 I found the system unnecessarily complex. 1.90 1.22
3 I thought the system was easy to use. 4.70 0.64
4 I think that I would need the support of a technical person to be able to use this system. 1.47 0.72
5 I found the various functions in this system were well integrated. 4.67 0.54
6 I thought there was too much inconsistency in this system. 1.60 0.66
7 I would imagine that most people would learn to use this system very quickly. 4.73 0.51
8 I found the system very cumbersome to use. 1.80 1.19
9 I felt very confident using the system. 4.63 0.55
10 I needed to learn a lot of things before I could get going with this system. 1.83 1.04

measure of the system’s usability from the perspectives of ease
of use and potential frustrations. The survey results for DAKILA,
as shown in Table 8, demonstrated strong user satisfaction across
diverse demographics. Participants ranged from under 20 to over
60 years old, with the largest group being those between 21-29
years old. The professional background of respondents spanned
law and accountancy, including both students, and practicing pro-
fessionals. High SUS scores across all age and professional cate-
gories emphasized the system’s ease of use and functionality. This
broad approval showcases DAKILA’s potential as a specialized tool
for legal research, offering a user-centric alternative to traditional
resources.

4 CONCLUSION AND RECOMMENDATIONS
The investigation into the section retrieval of the NIRC culminated
a deeper understanding of the interplay between dataset quality and
model training. The uptick in performance upon the introduction
of the LLM-generated synthetic dataset offered a more diverse and
representative dataset compared to the original, which sported a
skewed section distribution. The study also confirmed a heightened

effectiveness of section retrieval with slower learning rates and
less training epochs to avoid diminishing the embedding model’s
pre-existing language comprehension due to detrimental overfit-
ting because of excessive fine-tuning. Amidst the evaluation of
multiple models Jina V2 outputted the highest test accuracy scores,
showcasing the capabilities of advanced language models without
the need for pre-processing steps. Overall, the relationship between
careful dataset construction and targeted model training strategies
for improved legal search tools is essential.

Future developments of NLP-driven Philippine statute law re-
trieval systems should explore appropriate annotations, method-
ologies, and metrics in dealing with queries with multiple relevant
sections. Although positive datasets are more common, such as
what was practiced in this study, incorporation of negative datasets
in training may provide more valuable insights into semantic rele-
vance. With the recent exponential rise in caliber and quantity of
released LLMs arises the opportunity to expound on the effective-
ness of automated dataset generation to alleviate the heavy manual
labor of dataset creation and annotation while only minimally com-
promising quality. This addition to the ensemble should be tested
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across a multitude of legal documents in varying sizes and domains.
Finally, reranking methods should be explored to further refine the
ensemble and improve its accuracy.
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ABSTRACT
Natural language understanding transforms an unstructured text
into a structured semantic representation through intent detection
(ID) and slot filling (SF). Research shows that jointly performing the
two tasks results in better performance due to the interdependencies
between intent classes and slot labels. The current state-of-the-art
joint ID and SF models are based on the pre-trained language model
BERT. This raises the question of how large-scale pre-trained lan-
guage models (LLMs) would perform on the joint task. LLMs are
reported to achieve competitive performance in zero-shot prompt-
ing, and better in few-shot prompting. In this paper, we report our
evaluation of ChatGPT’s performance on the joint ID and SF task
under zero-shot and different few-shot (i.e., 1-shot, 5-shot, 10-shot,
20-shot, 30-shot) prompt settings. Results showed that ChatGPT’s
performance generally improves when given more examples in
the prompt. However, its performance lags behind other LLMs and
SOTA joint models. It also has the tendency to exhibit unexpected
behaviors such as generating unknown outputs, outputting incor-
rect number of slot labels, and annotating a different utterance from
what was provided. These unexpected behaviors were observed
more frequently when sending longer prompts, demonstrating the
effect of prompt length to ChatGPT’s performance.

KEYWORDS
joint intent detection and slot filling, large language models, Chat-
GPT, zero-shot prompting, few-shot prompting

1 INTRODUCTION
Natural language understanding (NLU) is the key component in a
conversational agent architecture that transforms an unstructured
input in human language into a structured semantic representation
that can be processed by a machine [14]. It performs two important
tasks: intent detection and slot filling [31]. Intent detection (ID)
is a classification task that maps an utterance to a finite set of
intent classes that signifies the intention or goal of that particular
utterance. Slot filling (SF) is a sequence labeling task that attaches
labels to the sequence of tokens in an utterance. Traditionally, these
two tasks were treated independently and performed sequentially.
However, it was discovered that the intent class and slot labels of
an utterance have interdependencies that, when modelled together,
can result in better performance [31]. This led research work that
investigates the creation of joint ID and SF models to perform the
two tasks simultaneously, leading to better performance compared
to the traditional independent models.

The earliest approach to joint ID and SF models utilized statisti-
cal methods such as conditional random fields and hidden Markov
models [2, 11]. These models outperformed the independent ID and

SF models. With the emergence of deep learning, neural network
architectures, such as convolutional neural networks (CNN) and
recurrent neural networks (RNN), were applied to solve the joint
task [15, 32]. In 2017, the transformer neural network architec-
ture was introduced and became the building block of large-scale
language models that can understand and generate human lan-
guage [16, 28]. Bidirectional Encoder Representations from Trans-
formers (BERT) is a transformer-based language model that pro-
duced state-of-the-art (SOTA) results in various natural language
processing (NLP) tasks upon its release [6]. This prompted the im-
plementation of BERT-based joint ID and SF models which currently
exhibit SOTA performance on the joint task [27].

Recently, ChatGPT which is a conversational LLM fine-tuned
from the generative pre-trained transformer (GPT) 3.5, has shown
strong performance on various NLP tasks [25], including zero-shot
performance on the joint ID and SF task [21]. A detailed analysis of
the results revealed that ChatGPT performs relatively well in ID but
poorly in SF. The authors experimented with adding slot descrip-
tions and examples in the prompts and found these to improve the
performance of ChatGPT in the SF task for the benchmark SNIPS
NLU dataset [5]. However, the details of the experiment, such as
the number of examples provided, were not documented.

In this paper, we report our systematic evaluation of ChatGPT’s
performance on the joint ID and SF task across zero-shot and differ-
ent few-shot prompt settings for the Airline Travel Information Sys-
tem (ATIS) dataset, which is another widely used NLU benchmark
dataset [21]. Results showed that ChatGPT’s performance generally
improves when given more examples in the prompt. However, its
performance lags behind other LLMs and SOTA joint models. It
also has a tendency to exhibit unexpected behaviors such as gener-
ating unknown outputs, outputting incorrect number of slot labels,
and annotating a different utterance from what was provided. Our
methodology and findings can serve as a reference for future works
that intend to evaluate ChatGPT’s performance on NLU tasks with
varying prompt settings.

2 RELATEDWORKS
In this section, we provide a review of early works and recent
approaches in joint intent detection and slot filling, including the
use of large language models.

2.1 Early Approaches in Joint ID and SF
The earliest work on the joint ID and SF task devised triangular-
chain conditional random fields (TriCRFs) that jointly represent the
ID and SF in a single graphical model, thereby naturally capturing
the relationship between intent classes and slot labels [11]. Their
proposed approach achieved higher F1-scores for both ID and SF
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over independent, cascaded, and reranked approaches. However,
this approach requires a large amount of labeled training data,
which is expensive to obtain [30]. Wang [30] showed that limited
training data degrades the joint model’s ID performance.

To address the problem of scarce labeled training data, Celiky-
ilmaz and Hakkani-Tur [2] proposed leveraging both labeled and
unlabeled data to jointly learn the intent classes and slot labels of
utterances. Their approach is a semi-supervised generative multi-
layer context model where an utterance is represented using hidden
Markov models. Prior knowledge extracted from unlabeled web
search queries are utilized to enhance the semantic component
extraction from utterances. With this, a higher ID accuracy com-
pared to the cascaded and TriCRFs approaches is achieved when
the amount of labeled training data is small (i.e., 25% of the train-
ing data). However, it underperformed in SF, measured using the
F1-score, compared to the two baseline approaches.

2.2 Deep Learning Models for Joint ID and SF
The emergence of deep learning prompted Xu and Sarikaya [32] to
apply the neural network architecture in performing the joint task.
They proposed a CNN-based TriCRFs model where features are
automatically extracted from the utterances by the convolutional
layers that are shared between the two tasks. The intent and slot
dependencies are jointly modeled using TriCRFs. The proposed
model outperformed the independent and TriCRFs approaches by
achieving a lower ID error rate and higher SF F1-score.

The strong sequence modeling performance of RNNs prompted
Liu and Lane [15] to use it for the joint ID and SF task in an encoder-
decoder architecture. A bidirectional RNN encoder is shared by two
unidirectional RNN decoders for ID and SF, respectively. Both RNNs
use the Long Short-Term Memory (LSTM) cell as the basic RNN unit
to model long-term dependencies. The proposed model achieved
lower ID error rate and higher SF F1-score compared to the previous
joint models (i.e., TriCRFs and CNN TriCRFs).

The deep learning-based models demonstrated strong perfor-
mance on the joint ID and SF task. However, these require a vast
amount of labeled training data which are time-consuming and
costly to obtain [27]. The scarcity of labeled data diminishes the
generalizability of these models. As an alternative, language models
pre-trained on a large corpora of unlabeled text were developed
to learn the linguistic patterns of a language [16]. Transformers
are used for their efficient parallel processing capability [29]. One
example is BERT, which has achieved SOTA performance in many
NLP tasks. Shafi and Chachoo [27] investigated how BERT can
improve the generalizability of the joint ID and SF model. They
proposed a multi-stage framework trained on BERT with a bidirec-
tional gated recurrent unit and self-attention mechanism as the ID
decoder and a capsule network as the SF decoder. Their proposed
model achieved a higher F1-score for both ID and SF compared to
existing SOTA approaches.

2.3 Large Language Models for Joint ID and SF
The transformer architecture, increased computational power, and
availability of vast datasets paved the way for large-scale language
models (LLM) [16]. LLMs are pre-trained with billions of model pa-
rameters and terabytes of data. Through their massive scale, LLMs

acquire emergent abilities that enable them to perform well in a
variety of NLP tasks, including arithmetic reasoning, logical rea-
soning, and question answering without being specifically trained
in these domains [3, 16].

ChatGPT is a conversational LLM fine-tuned from GPT 3.5 with
reinforcement learning from human feedback to generate human-
like responses to prompts [25]. With its demonstration of promising
performance in different NLP tasks, research interests in evaluating
the model’s performance in ID and SF tasks began to surface. Pan et
al. [21] conducted a preliminary study to evaluate ChatGPT’s zero-
shot performance on the joint ID and SF task. However, analysis of
their experiments revealed that one-shot prompting may have been
used instead based on the prompt template wherein one example
input-output pair was included to specify the output format. Results
showed that ChatGPT reached good ID accuracy but not at par with
other LLMs (i.e., GPT-3.5 text-davinci-003 version and Codex) and
the fine-tuned SOTA model (i.e., Co-Interactive Transformer). It
exhibited the lowest F1-score in SF compared to the other models.
The study also experimented with adding slot descriptions and
examples to the prompt which increased the SF performance. This
experiment was performed for the SNIPS NLU dataset [5].

3 TASK DESCRIPTION
In this section, we define the joint intent detection and slot filling
task. We also describe the ATIS dataset which was used in the
experiment. Prompt engineering is an important component in
instructing ChatGPT to perform the joint ID and SF task; we briefly
explain this component in relation to our requirements.

3.1 Joint Task
Intent detection is the task of identifying the main goal of a user
utterance [7]. It classifies a given utterance 𝑥 into one of the pre-
defined intent classes 𝑦𝑖 based on the feature/s extracted from the
utterance. Slot filling is the task of assigning semantic labels to
the words in a given utterance. Given an input word sequence
𝑥 = (𝑥1, ...., 𝑥𝑁 ), slot filling assigns each word a slot label 𝑦𝑠 =
(𝑦𝑠1, ...., 𝑦𝑠𝑁 ) from a predefined list of slot labels. As a joint task,
the relationship between the intent class and slot labels in a given
utterance is modeled and used to inform the ID and SF tasks.

3.2 Dataset
The Airline Travel Information Systems (ATIS) dataset [21] is a
standardized dataset widely used for the joint ID and SF task. It
consists of 5,871 utterances in the air travel domain [10, 22]. The
dataset can be divided into 4,978 utterances for the training set and
893 utterances for the test set. It has 21 unique intent classes such
as airfare, flight, and ground service. It has 120 slot labels that can
be categorized into airline, airport, arrival date, departure date, city
name, and flight.

ATIS contains single-turn utterances associated with a single
intent in a single domain (i.e., air travel). Table 1 shows one train-
ing sample for a given utterance: “i want to fly from baltimore to
dallas round trip”. It has a single intent, identified as "atis_flight".
The slot labels follow the IOB tagging format where the “B” pre-
fix indicates the beginning of a slot, while the “I” prefix indicates
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the word inside or at the end of a slot [8]. The “O” label indi-
cates that a word does not correspond to any of the predefined
slot labels. In the given example, the word “baltimore” is labeled
as "B-fromloc.city_name" to indicate the source city, while the
word “dallas” is labeled as “B-toloc.city_name” to indicate the
destination city. The word “round” is labeled as “B-round_trip” as
it is the first part of the compound word "round trip" while “trip”
is labeled as “I-round_trip” because it is part of the previous slot
label. The other words in the given utterance are labeled as “O”
because they do not signify any of the predefined slot labels.

3.3 Prompt Engineering
Prompts are used to guide an LLM in generating a response or per-
forming a task [3]. Prompt engineering is the process of designing
and optimizing prompts to obtain the desired output or response [3].
To instruct ChatGPT to perform the joint ID and SF task, we utilized
zero-shot and few-shot prompting. In zero-shot prompting, an LLM
must answer a question it was not trained on without being given
any examples. Conversely, in few-shot prompting, examples are
included in the prompt to guide the LLM in generating the desired
response.

To automatically send queries to and receive responses from
ChatGPT, we used the Chat Completions endpoint provided by
OpenAI API [17]. The original prompt given to ChatGPT is shown
in Table 2. The general structure of the prompt is patterned after
the prompt formulated by Pan et al. [21] which consists of three
(3) sections: intent class constraints, slot label constraints, and
regulations. A persona or role (""You are a joint intent detection and
slot filling model.") and a brief task description ("You need to identify
the intent and slot labels of a given sentence.") were appended at the
start of the prompt as prescribed by OpenAI [18]. The list of intent
classes and slot labels, as provided in the ISEAR dataset, is shown
in Table 2; the list is redacted for brevity.

There are five (5) regulations specified in the prompt. The first
and second regulations inform ChatGPT to generate the correct
number of outputs. For ID, only one intent class is provided as each
utterance in the ATIS dataset only has a single intent. For SF, every
word in a sentence must be given a slot label using IOB tagging.
The third and fourth regulations restrict ChatGPT’s responses to
the predefined list of intent classes and slot labels provided in the
ATIS dataset. The fifth regulation instructs ChatGPT to generate the
output in JSON format for easier parsing of responses. An output
template is also provided for clarity.

4 METHOD
The performance of ChatGPT on the joint ID and SF task was
evaluated under zero-shot and few-shot prompt settings using the
ATIS dataset. For the few-shot prompting, five (5) experiments were
conducted to insert five (5) different numbers of examples (i.e., 1, 5,
10, 20, 30) to see how these affect ChatGPT’s performance on the
joint ID and SF task.

4.1 Dataset
Of the 4,978 utterances in the training set of ATIS, only the first
30 utterances were used as examples in the few-shot prompting
experiment. The entire test set (i.e., 893 utterances) was used to

evaluate the performance of ChatGPT in the joint task. ChatGPT
was instructed to only choose from the 21 intent classes and 120 slot
labels provided in the ATIS dataset for intent classification and slot
filling, respectively. The utterances, intent classes, and slot labels
from the ATIS dataset were used as is in the experiments.

4.2 Experiments
We performed the experiments using zero-shot prompting and few-
shot prompting by inserting five (5) different numbers of examples
(i.e., 1, 5, 10, 20, 30). Prompts are sent through the messages param-
eter of the OpenAI API call which takes an array of messages, each
represented as a JSON object with two keys: role and content [19].
An example of a message JSON object is {"role": "system", "content":
"You are a helpful assistant."}. The system role sets the behavior of
ChatGPT as a helpful assistant. Another example is {"role": "user",
"content": "Who won the world series in 2020?"}. In this example, the
user role signifies that the prompt is sent by the user, which must
be responded to by ChatGPT.

The Chat Completions endpoint was used to process the entire
test set of the ATIS dataset by ChatGPT. The model employed was
gpt-3.5-turbo-1106 as it was the latest free model that supported
the JSON mode [20]. The first message in the API call is a system
message where the prompt as described in Table 2 was specified.
For few-shot prompting, additional system messages were sent,
named "example_user” and “example_assistant”. These system
messages serve as “faked example messages” and are used to demon-
strate the desired output to ChatGPT; thus, these messages are not
part of a real conversation [26]. The final message in the API call is
a user message that specifies the actual utterance to be annotated by
ChatGPT. The response_format parameter was used to constrain the
model’s output to a JSON object. Only one utterance is processed
by ChatGPT per API call.

We then validated the output of ChatGPT for the six (6) prompt
settings by checking that each utterance has been annotated with
the correct number of intent classes and slot labels. To resolve any
resulting inconsistencies, the prompts were rerun and modified if
necessary. These are further discussed in Section 4.3.

4.3 Performance Evaluation
The performance of ChatGPT was evaluated using ID accuracy
and SF F1-score. Specifically, the span-based micro-averaged F1-
score was calculated for SF because it is the standard metric re-
ported in literature [31]. A span includes all words with the same
class of a slot label, regardless of their prefix. For example, the
labels B-airline_name and I-airline_name comprise a span of
class airline_name. The results were compared to the co-interactive
transformer by Qin et al. [24]), a SOTA model. The zero-shot per-
formance was benchmarked against other experiments with LLMs,
i.e., ChatGPT and Codex [21]. However, the SF metric is changed to
token-based macro-averaged F1-score as this was the metric used
by Pan et al. [21].

5 RESULTS AND FINDINGS
In this section, we present the performance evaluation results of
ChatGPT across various prompt settings and when compared with

87



PCSC2024, May 2024, Laguna, Philippines Anonymous under Review, et al.

Table 1: ATIS Dataset Sample with Intent and Slot Annotation (IOB format)

Utterance i want to fly from baltimore to dallas round trip
Slot Label O O O O O B-fromloc.city_name O B-toloc.city_name B-round_trip I-round_trip
Intent Class atis_flight

Table 2: Prompt for Joint ID and SF

Section Prompt

Task Description You are a joint intent detection and slot filling model. You need to identify the intent and slot labels of a
given sentence. The sentence you need to annotate will be given in the next prompt after this.

Intent Class Constraints First, choose the intent of the sentence from the following intent list: [atis_abbreviation, atis_aircraft, . . . ]

Slot Label Constraints Next, annotate the sentence with slots from the following slot label list in IOB tagging: [B-aircraft_code,
B-airline_code, . . . ]

Regulations Strictly follow the regulations below:
1. Give only one intent for the sentence.
2. Give the slot label of every word in the sentence based on IOB tagging.
3. Intents must only come from the provided intent list.
4. Slot labels must only come from the provided slot label list.
5. You need to output the intent and slot labels in JSON format:
{ "intent": "<insert chosen intent>", "slots": [ {"word": "<insert word in the sentence>", "slot_label": "<insert
chosen slot label>"}] }
6. The number of slots should be equivalent to the number of words in the sentence.

other LLMs and SOTA models. We also share our findings on mis-
classified intents and slot labels from analyzing the output gener-
ated by ChatGPT.

5.1 Zero-shot v.s. Few-shot Performance
The performance of ChatGPT across the six (6) prompt settings
is presented in Table 3. It can be observed that ID accuracy and
span-based micro-averaged SF F1-score generally increase as the
number of examples provided to ChatGPT increases, with the 30-
prompt setting achieving an ID accuracy of 87.46% and SF F1-score
of 89.13%. This indicates that providing more context or examples
to ChatGPT can improve its ability to produce the desired output.

However, 1-shot prompting is an exception, obtaining the lowest
accuracy score for ID. Similar behavior was observed in the work
of Zhong et al. [33] where ChatGPT did not perform well under
1-shot prompting for other NLU tasks. This illustrates the risk of
providing only one example to ChatGPT as it may serve as noise
that could skew its performance.

It is worth noting that ChatGPT had the steepest increase in SF
F1-score under 1-shot prompting. This may be attributed to the
multiple slot-value pairs that were given to ChatGPT. In multiple
slot-value pairs, each word in an utterance has an associated slot
label which provided more context that may have aided ChatGPT in
performing the SF task, and thus, the increased performance. It can
also be observed that score improvements become gradual upon
reaching a certain point (i.e., 10-shot prompting). The SF F1-score
of the 20-shot prompting is slightly lower than that of the 10-shot
prompting. This may be attributed to the increased length of the
prompt, as reported in the study of He et al. [9].

5.2 Comparison with Other Models
The zero-shot performance of ChatGPT was compared with the
results reported by Pan et al. [21] using ID accuracy and token-
based macro-averaged SF F1-score as seen in Table 4. The evaluation
metric used for SF was changed to token-based macro-averaged
F1-score as this was the metric used by Pan et al. [21]. This means
that the slot F1-score was computed as the mean of the individual
F1-scores per token-level slot label, where slot label classes with
different prefixes are treated as distinct slot labels.

As can be seen in the table, ChatGPT’s performance using the
model version released in January 2024 is better compared to its
version released in 2023. However, it performed worse compared to
Codex, a 12B parameter GPT model fine-tuned on publicly available
code from GitHub [4]. Our work was compared to Codex for a more
direct comparison with the results reported by Pan et al. who also
evaluated Codex [21].

Table 3: ChatGPT’s Performance in Joint ID and SF

Prompt Setting ID Accuracy (%) SF F1-Score (%)
0-shot 76.15 80.07
1-shot 69.09 83.17
5-shot 71.44 85.68
10-shot 83.20 87.20
20-shot 86.45 86.99
30-shot 87.46 89.13

88



Evaluating ChatGPT for Joint Intent Detection and Slot Filling: Zero-Shot vs. Few-Shot Prompting PCSC2024, May 2024, Laguna, Philippines

Table 4: Zero-shot Performance Comparison of ChatGPT
with Other LLMs

Model ID Accuracy (%) SF F1-score (%)
Codex 89.92 57.29
ChatGPT 2023 75.22 15.71
This work (ChatGPT 2024) 76.15 47.32

It is interesting to note that the token-based macro-averaged
F1-score is much lower compared to the span-based micro-averaged
F1-score previously reported in Table 3 for SF. A micro-averaged
F1-score takes label imbalance into account by computing the re-
sult based on the proportion of every class. On the other hand, a
macro-averaged F1-score does not consider label imbalance as it
simply gets the mean of the F1-score of each class. The slot labels
of the ATIS dataset are highly imbalanced, which may have intro-
duced bias to the results. Another factor that contributed to the
higher micro-averaged F1-score is with the use of spans. Many of
ChatGPT’s mislabels belong to the same span or class, which means
that a portion of the errors were semantically related. For example,
the ground truth slot label "B-depart_time.period_of_day" was
frequently mislabeled as "I-depart_time.period_of_day" which
belongs to the same class (see Table 7).

The highest scores obtained by ChatGPT under the 30-shot
prompting were compared to results of the co-interactive trans-
former developed by Qin et al. [24]. As seen in the results in Table 5,
it is evident that the SOTA model outperforms ChatGPT. However,
it is worth noting that the SOTA model was trained on 4,978 utter-
ances, whereas ChatGPT was only shown 30 sample annotations.
Based on the results of varying the prompt settings in Table 3, there
is a possibility that ChatGPT may achieve the same performance as
the SOTA model using less training data. However, this is yet to be
proven empirically as there are other factors affecting ChatGPT’s
performance such as input length.

5.3 Misclassified Intents
The top 5 misclassified intents with their corresponding top 5 fre-
quently predicted values are listed in Table 6. It can be observed that
the ground truth and predicted values are semantically related. The
ground truth intent classes are usually mispredicted with combined
intents that start with the same intent class (e.g., “atis_flight”
is mispredicted as either “atis_flight#atis_flight_time” or
“atis_flight#atis_airfare”). These combined intents were cre-
ated so that utterances in ATIS will only be labeled with a single

Table 5: ChatGPT’s 30-shot Performance Comparison with a
SOTA Model

Model ID Accuracy (%) SF F1-score (%)
SOTA Model (Co-
interactive Transformer)

98.00 96.10

This work (ChatGPT 2024
with 30-shot Prompting)

87.46 89.13

Table 6: Top 5 Misclassified Ground Truth Intents and their
Frequently Predicted Values

Ground Truth Intent Frequently Predicted Intents
1. atis_flight atis_flight#atis_flight_time,

atis_flight#atis_airfare,
atis_flight_time, atis_cheapest,
atis_airline#atis_flight_no

2. atis_abbreviation atis_fare_basis_code,
atis_airfare, atis_restriction,
atis_airport, atis_meal

3. atis_airfare atis_airfare#atis_flight,
atis_cheapest, atis_flight,
atis_flight#atis_flight_time

4. atis_airline atis_airline#atis_flight_no,
atis_airline#atis_flight,
atis_airline#atis_flight#atis_flight_no,
atis_airline#atis_flight_time

5. atis_flight#atis_airfare atis_airfare#atis_flight_time,
atis_airfare, atis_flight,
atis_airfare#atis_flight,
atis_flight#atis_flight_time

intent despite encompassing overlapping intents. There is inherent
ambiguity in the intent annotations, which diminishes the perfor-
mance of ChatGPT in ID. Relationships can still be gleaned from
the other mispredictions that are not straightforward. For exam-
ple, the "atis_abbreviation" intent class is usually mispredicted
with the “atis_fare_basis_code” intent class, which is similar to
abbreviations, or to the types of abbreviations in the queries (e.g.,
fare code, restriction code, airport code, meal code). These show that
ChatGPT’s misclassifications are logical and not random.

5.4 Mislabeled Slots
The top 5 mislabeled slots with their corresponding top 5 frequently
predicted values are listed in Table 7. Upon inspection, it is ap-
parent that a lot of the mislabeled slots are predicted with slot
labels that are more specific but still related (e.g., B-city_name is la-
beled as “B-toloc.city_name” or “B-fromloc.city_name”). The
“O” label was the most mislabeled slot, partly because it has the
highest frequency compared to the other slot labels. ChatGPT ap-
pears to have a tendency to consider a word as a slot despite not
corresponding to any of the predefined slot labels. The mislabels
of "B-depart_time.period_of_day” are not straightforward, but
still logical. It is usually mispredicted with slot labels that are also
pertaining to time, such as "I-depart_time.period_of_day," and
"B-depart_time.time". These illustrate that ChatGPT’s errors in
SF are sensible and not entirely stochastic.

5.5 Unexpected Behaviors of ChatGPT
Throughout the conduct of the experiments, ChatGPT exhibited
unexpected behaviors deviant to the specified instructions in the
prompt. These unexpected behaviors can be classified into three:
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Table 7: Top 5 Mislabeled Ground Truth Slots and their Fre-
quently Predicted Values

Ground Truth Slot Frequently Predicted Slots
1. O B-flight, B-transport_type,

B-toloc.city_name,
I-transport_type,
B-aircraft_code

2. B-city_name B-toloc.city_name,
B-fromloc.city_name,
I-toloc.city_name, O,
B-stoploc.city_name

3. I-airport_name I-fromloc.airport_name,
I-toloc.airport_name,
I-fromloc.city_name,
B-fromloc.airport_name,
I-stoploc.airport_name

4. I-city_name I-toloc.city_name,
I-fromloc.city_name, O,
I-fromloc.airport_name,
I-stoploc.city_name

5. B-depart_time.period_of_day I-depart_time.period_of_day,
B-depart_time.time,
B-depart_time.period_mod,
B-flight_time,
B-arrive_time.period_of_day

(1) unknown intent classes and slot labels, (2) incorrect number of
slots, and (3) annotating incorrect utterances.

5.5.1 Unknown Intent Classes and Slot Labels. ChatGPT outputted
several unknown intent classes and slot labels despite being in-
structed to only select from the predefined lists specified in the
prompt. Table 8 lists the top 5 most frequent unknown intent
classes and their corresponding ground truth value/s. It can be
seen that the unknown intent classes are mostly more specific
versions of the general “atis_flight” intent class. ChatGPT also
invented a more specific “atis_abbreviation” intent class, that
is, “atis_fare_basis_code”, which is a frequently asked type of
abbreviation.

Table 9 shows the top 5 most frequent unknown slot labels
and their corresponding ground truth value/s. It can be observed
that ChatGPT can infer new slot labels from the words found in
an utterance as it invents slot labels for those that should have
been tagged as “O” or null. ChatGPT also experiences difficulty in
identifying the correct prefix of slot labels and has a tendency to
label words with the “I-” prefix instead of “B-” despite it being the
first word identified for that slot’s span of text.

5.5.2 Incorrect Number of Slot Labels. We found many instances
where ChatGPT outputs an incorrect number of slot labels. We
clustered them into four (4) different scenarios as shown in Table 10
and provided an example. To address these scenarios, we included
a 6th regulation to our original prompt by explicitly stating that the
number of slot labels outputted must be equal to the number of words

Table 8: Unknown Intent Classes and Their Corresponding
Ground Truth Values

Unknown Intent Ground Truth Intent
1. atis_flight#atis_flight_time atis_flight,

atis_flight#atis_airfare,
atis_flight_no, atis_airfare

2. atis_airfare#atis_flight atis_flight,
atis_flight_no#atis_airline,
atis_flight_no, atis_city,
atis_flight#atis_airline

3. atis_flight#atis_airline atis_flight, atis_city

4. atis_airline#atis_flight atis_flight, atis_city,
atis_airline

5. atis_fare_basis_code atis_abbreviation

Table 9: Unknown Slot Labels and their Corresponding
Ground Truth Value/s

Unknown Slot Ground Truth Slot

1. B-flight O, B-flight, I-round_trip

2. I-aircraft_code B-aircraft_code, O

3. I-depart_date.day_name O, B-depart_date.day_name,
B-day_name

4. B-capacity O

5. I-toloc.state_code B-toloc.state_code,
B-state_code

in the given sentence. When this did not fully resolve the problem,
the explicit instruction, “Do not leave out any word until the end of
the prompt” is sometimes added to the prompt. Some occurrences of
concatenations were separated resulting in inconsistent output. For
this, the prompt was modified to include a 7th regulation, stating
that "contractions must not be separated".

5.5.3 Annotating Incorrect Utterances. In the 20-shot and 30-shot
prompting, ChatGPT exhibited several instances where it annotated
a different utterance from what was provided by the user. These
utterances were mostly previous utterances that were annotated by
it already. This indicates that longer prompts could trigger unex-
pected behaviors in ChatGPT. This issue was resolved by rerunning
the prompt.

6 DISCUSSION
LLMs have shown competitive performance in a variety of tasks
across different domains using zero-shot or few-shot prompting
against SOTA models [23]. Different prompting strategies can also
enhance the responses of LLMs such as chain-of-thought, self-
question, clue and reasoning prompting, and persona specifica-
tion [12, 18]. We found three main factors that may affect Chat-
GPT’s performance in the joint ID and SF task.
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Table 10: Scenarios Causing Incorrect Number of Outputted Slot Labels and their Examples

Scenario Utterance Wrong Annotation Example

A new word is
annotated

saturday flight on american
airlines from milwaukee to
phoenix

{’intent’: ’atis_flight’, ’slots’: [{’word’: ’saturday’, ’slot_label’:
’B-depart_date.day_name’}, {’word’: ’flight’, ’slot_label’: ’O’},
{’word’: ’on’, ’slot_label’: ’O’}, {’word’: ’american’, ’slot_label’:
’B-airline_name’}, {’word’: ’airlines’, ’slot_label’: ’I-airline_name’},
{’word’: ’from’, ’slot_label’: ’O’}, {’word’: ’milwaukee’, ’slot_label’: ’B-
fromloc.city_name’}, {’word’: ’to’, ’slot_label’: ’O’}, {’word’: ’phoenix’,
’slot_label’: ’B-toloc.city_name’}, {’word’: ’to’, ’slot_label’: ’O’}]}

A word is
repeatedly
annotated

what types of ground trans-
portation are available in
denver

{’intent’: ’atis_ground_service’, ’slots’: [{’word’: ’what’, ’slot_label’:
’O’}, {’word’: ’types’, ’slot_label’: ’O’}, {’word’: ’of’, ’slot_label’: ’O’},
{’word’: ’ground’, ’slot_label’: ’O’}, {’word’: ’ground’, ’slot_label’:
’B-transport_type’}, {’word’: ’transportation’, ’slot_label’: ’I-
transport_type’}, {’word’: ’are’, ’slot_label’: ’O’}, {’word’: ’available’,
’slot_label’: ’O’}, {’word’: ’in’, ’slot_label’: ’O’}, {’word’: ’denver’,
’slot_label’: ’B-city_name’}]}

A word is not
annotated

what does ua mean {’intent’: ’atis_abbreviation’, ’slots’: [{’word’: ’what’, ’slot_label’:
’O’}, {’word’: ’does’, ’slot_label’: ’O’}, {’word’: ’ua’, ’slot_label’: ’B-
abbreviation’}]}

Contractions
are separated

list the distance in miles
from new york’s la guardia
airport to downtown new
york city

{’intent’: ’atis_distance’, ’slots’: [{’word’: ’list’, ’slot_label’: ’O’}, {’word’:
’the’, ’slot_label’: ’O’}, {’word’: ’distance’, ’slot_label’: ’O’}, {’word’:
’in’, ’slot_label’: ’O’}, {’word’: ’miles’, ’slot_label’: ’O’}, {’word’: ’from’,
’slot_label’: ’O’}, {’word’: ’new’, ’slot_label’: ’B-fromloc.city_name’},
{’word’: ’york’, ’slot_label’: ’I-fromloc.city_name’}, {’word’: "’s",
’slot_label’: ’O’}, {’word’: ’la’, ’slot_label’: ’B-fromloc.airport_name’},
{’word’: ’guardia’, ’slot_label’: ’I-fromloc.airport_name’}, {’word’: ’air-
port’, ’slot_label’: ’I-fromloc.airport_name’}, {’word’: ’to’, ’slot_label’:
’O’}, {’word’: ’downtown’, ’slot_label’: ’B-toloc.city_name’}, {’word’:
’new’, ’slot_label’: ’I-toloc.city_name’}, {’word’: ’york’, ’slot_label’: ’I-
toloc.city_name’}, {’word’: ’city’, ’slot_label’: ’I-toloc.city_name’}]}

Contextual information. The number of examples provided
to ChatGPT influences its performance in the joint task. The results
showed that providing ChatGPT with more examples generally
improves its performance for both ID and SF. However, the im-
provement becomes gradual upon reaching a certain point. It is
also worth mentioning that the 1-shot performance is worse com-
pared to zero-shot for ID, which shows ChatGPT’s sensitivity to
noise.

Metrics for evaluation. Metric selection is another crucial
factor to obtain an accurate evaluation of ChatGPT’s performance,
as evidenced by the big gap between the span-based micro-averaged
slot F1 score and the token-based macro-averaged slot F1 score in
this study. The former metric accounts for data imbalance and
semantically related slot labels (i.e., belonging to the same class),
and is the standard used in literature [31].

Unexpected behaviors. Lastly, ChatGPT tends to exhibit un-
expected behaviors that deviate from the specified instructions.
These unexpected behaviors include generating unknown outputs,
outputting incorrect number of slot labels, and annotating previous
prompts instead of the current one. These unexpected behaviors
were observed more frequently with longer prompts, which shows

that prompt length has an impact on ChatGPT’s performance. Chat-
GPT also demonstrated unexpected behaviors in other tasks such
as emotion classification [13] and code generation [1].

7 CONCLUSION
In this study, we compared ChatGPT’s performance on the joint ID
and SF task under zero-shot and different few-shot (i.e., 1-shot, 5-
shot, 10-shot, 20-shot, and 30-shot) prompt settings. Results showed
that giving more examples to ChatGPT generally improves its per-
formance, but becomes gradual upon reaching a certain threshold.
Future work could investigate the number of examples at which
ChatGPT’s performance begins to decline on the joint ID and SF
task. This would also reveal whether ChatGPT can be at par, or
even surpass the performance of SOTA models by providing more
examples to it. This raises the need for a mechanism to handle long
prompts, such as compression, due to the token limits of LLMs. This
may also mitigate ChatGPT’s performance issues associated with
long prompts.
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ABSTRACT
Deep fakes are media, usually in the form of a video, that
have been altered to change certain features from the
original video, such as swapping the face of the subjects to
make them appear as someone else, this form of deep fake
is also known as FaceSwap. This is done by using an
existing video and replacing the actor with someone else’s
appearance or likeness. They are created using artificial
intelligence, where real images are fed to a system and are
trained by utilizing two parts - one which creates fake
images and the other which spots the fakes until it cannot
distinguish between the real and fake. This paper analyzes
an already existing deepfake detection system known as
AlexNet, aided by a Multi-Task Cascaded Convolutional
Neural Network, and seeks to find the effects of
implementing a Triplet Loss Network. The system is given a
video, which will be preprocessed and analyzed to be
classified as either deep fake or authentic. Training and
testing of the machine is to be done over pre-existing
datasets, namely: the Celeb-DF dataset, the DeepFake
Detection Challenge dataset, and the FaceForensics++
dataset. After several iterations of testing, the authors of this
paper recorded the following results from applying different
loss functions to the proposed model; Binary Cross Entropy
yielded an AUC score of 75.58%, Semi Hard Triplets
yielded a score of 72.04%, Contrastive Loss yielded a score
of 62.37%, and lastly, Sparse CategoricalCross Entropy
yielded a score of 55.58%.
The authors of this paper will then compare the results to
measure the effects of implementing the Triplet Loss
Network to the base system of AlexNet with MTCNN. This
will be done by comparing the true positive rate over the
false positive rate of the models.
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1 Introduction
Deepfakes generally refer to AI-generated videos where the
identities of the subjects have been swapped for those of
another person. These videos were originally created with
conventional computer graphics methods, but due to the
recent advances in deep learning networks and the
considerable increase in the computing power of personal
computers, newer deep fake videos are easier to make and
are much harder to detect due to their continued evolution
and improvement. In particular, Generative Adversarial
Networks (GANs) have been used to generate newer
generations of deep fake videos. While deepfakes can be
used for beneficial purposes, they can also be weaponized.
Such deep fakes can be used to spread misinformation,
propaganda, and fake news in general. One of the earliest
examples of widespread deep fakes is the collection of
pornographic videos of celebrities posted on Reddit (Harris,
2018), where the videos had the faces of celebrities
superimposed into the pornographic videos to make it look
like the celebrities were the main subjects of the videos.
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Such fraudulent videos have the potential for grave
consequences, such as discrediting institutions or even
political candidates, thereby tipping electoral outcomes
(Chesney & Citron, 2019) and damaging international
relations.

Having been inspired by previous studies on this topic, the
authors of this paper sought to combine two existing
studies, namely, a study in 2020 by Xie, Chatterjee, Liu,
Roy, & Kossi that used a modified version of a convolutional
neural network (CNN) called AlexNet, and another study in
2020 by Bhavsar, Kumar, & Verma that used the Xception
architecture with MTCNN and applied Triplet Loss to the
embeddings. This research aims to find the effects of
applying the Triplet Loss Network to AlexNet with MTCNN,
as well as understanding why the results are such.

2 Related Literature
2.1 Generating Deep Fakes
Major improvements and advances in computer graphics,
computer vision, and machine learning have led to the
development of deep fake image, video, and audio as well
as their continuous improvement. Due to the fact that
AI-synthesized content is relatively new (Agarwal et al.
2019), there have been continuous improvements in the
development. For example, a study by Yuezun, Ming-Ching,
and Siwei (2018) made the observation that there was an
irregularity in the blinking done by individuals in face-swap
deep fakes due to the fact that the training data used to
synthesize faces usually did not depict the person with their
eyes closed. It did not take long after this study was made
public for synthesis techniques to make the necessary
changes to render this method of detecting deep fakes less
effective.

Generative Adversarial Networks (GANs) are a form of
deep neural networks for both supervised and
semi-supervised learning (Creswell et al., 2018) that has
been used in generating deep fakes. These models require
a large set of training data to create deep fake media, and
the larger the training set is the more realistic and
indistinguishable the result will be. GANs have two neural
network components: a generator and a discriminator.
These two can be thought of as an art forger and an art
expert. The model uses the generator to train on the training
set provided to generate the deep fake. This is then given to
the discriminator which has been trained to differentiate the
real data from the fake data (Almars, 2021). However, the
drawback of requiring large amounts of training data is
offset by the large amount of publicly accessible data online,
especially for public figures and celebrities. Although
deepfakes usually require a large number of images to
create a realistic forgery, techniques have already been

developed where one can generate a fake video by feeding
it only one photo such as a selfie (Westurlund, 2019).

2.2 Detecting Deep Fake Videos
While there are potentially beneficial applications for deep

fake technology, because of the fact that videos of an
individual have a significant impact on their image and
reputation, they can also be weaponized in ways that far
outweigh their potential benefits (Citron & Chesney, 2019).
The potential threats can range from revenge porn, to a
politician saying outrageous or controversial things, causing
political or religious tensions between countries, or even of
a company official making statements of the company to
affect the outcome of the stock market (Ngyuen et al.,
2019). Due to the potential damage, as well as how rapid
such videos can spread in the current digital environment.

There are multiple methods of how a DeepFake can be
detected. General Network-based Methods regard detection
as a frame-level classification task which is finished by
CNNs. Temporal Consistency-based Methods identify
DeepFakes by detecting inconsistencies between adjacent
frames due to the defects of the algorithm. Visual
Artifacts-based Methods use the intrinsic image
discrepancies found in blending boundaries, called artifacts.
Camera Fingerprints-based Methods use the different
traces that are left by devices in captured images. Which
helps acknowledge that faces and background images are
from different devices. In DeepFake generation, it is difficult
to synthesize humans with believable behavior, thus these
biological signals are extracted to detect DeepFake videos,
this is an example of a Biological Signals-based Method (Yu
et al., 2021). These methods can be categorized to
Low-level Approaches and High-Level Approaches.

2.3 Alexnet
AlexNet is a Convolutional Neural Network that contains
many layers. For this study, a modified lighter version of
AlexNet based on a study by Daniel, Chatterjee, Liu, & Roy
(2020) will be used. Instead of the more in depth model,
three convolutional layers, three max-pooling layers, one
flatten later, one dense layer, one activation layer, and an
optional dropout layer will be used.
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Figure 1. AlexNet Structure

2.4 Multi-task Cascaded Networks
Multi-task Cascaded CNNs (MTCNN) extracts faces from
frames using face detection and alignment to boost
performance. It mainly consists of three parts: Proposal
networks, which detects faces across multiple resolutions
by generating a list of candidate windows and using it for
classifying which are the faces and estimating bounding box
regression vectors and non-maximum suppression. Refine
net rejects the false candidates. Finally, the output network
will output five facial landmarks (Xiang & Zhu, 2017).

2.5 Triplet Network
Triplet network is a type of metric learning that requires
three sample input images, which are the anchor sample
(A), the positive sample (P) which is of the same class as
the anchor, and the negative sample (N) which is of a
different class. Triplet loss is used to calculate the loss of
estimation results of the three samples. The network
minimizes the distance between P and A, and maximizes
the distance between the N and A, this formula is shown in
Figure 2.

Figure 2. Triplet Loss Formula

The first item is the distance between the anchor and
positive and the second item is the distance between the
anchor and negative. The value of the first item is learned to
be smaller while the second item is bigger. If the difference
is smaller than minus alpha, the loss would become zero
and the network parameters would not be updated at all
(Hoffer & Ailon, 2014).

In a study by Bhavsar, Kumar, & Verma (2020) the triplet
loss network was implemented in which they used
semi-hard triplets, where the negative is farther from the
anchor than the positive, but still produces a positive loss. In
this study, the negative triplet is a deepfake while the
positive and anchor triplets are genuine. The researchers
used FaceNet to generate face embeddings of a 512
dimension vector and applied triplet loss to those
embeddings. From there the network learns the
discriminative features to the embeddings of the original
and the manipulated faces separately.

3 Technical Background
3.1 Deepfake
It is a generated media in which a person in an existing
image or video is replaced with someone else's likeness.
While the act of faking content is not new, deep fakes
leverage powerful techniques from machine learning and
artificial intelligence to manipulate or generate visual and
audio content to appear more authentic to the viewer.
(Kietzmann, 2020). The most significant problem with deep
fakes is the scope, scale, and sophistication of the
technology, and how easy it is to generate, since almost
anyone with a computer can create convincing fake videos
with free applications and online services (Fletcher, 2018).
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3.2 Deep Learning
It is a category of machine learning algorithms that uses
numerous layers to gradually extract higher-level features
from the raw input. These neural networks attempt to
simulate the behavior of the human brain. While a neural
network with a single layer can still make approximate
predictions, additional hidden layers can help to optimize
and refine for accuracy (IBM Cloud Education, 2020). For
example, in image processing, lower layers may identify
edges, while higher layers may identify the concepts
relevant to a human such as digits or letters or faces.

4 Methodology
4.1 Research Environment and Respondents
The data used in this study is based on a previous research
by Li et al. (2020) entitled Celeb-DF where the authors
found that several datasets being used by studies on deep
fake detection had a considerable amount of data that was
too easy to detect and, therefore, were not representative of
current deep fake videos that one is more likely to find. As a
result of this, they created a dataset which was more
sophisticated and proved to result in lower average
detections when compared to several other popular
datasets. Similar results were also shown in a later study by
Tolosona et al. (2020), in which they compared several
deep fake detectors against different datasets and found
that Celeb-DF consistently had lower detection scores along
with the DFDC database (Dolhansky et al., 2019), which is
a public database released by Meta in collaboration with
other companies such as Microsoft, Amazon, and MIT to be
used in their Deep Fake Detection Challenge which was
created to boost development in this field. FaceForensics++
is another modern dataset that was commonly used among
recent studies in deep fake detection and will serve as
another benchmark for comparison of results.

4.2 Research Instrument or Sources of Data
This study uses two recent databases of the 2nd generation
of deep fakes, namely Celeb-DF, DFDC, and one database
of the 1st generation, FaceForensics++. These three were
chosen because they are the latest databases for deep fake
videos and have also proven to be more sophisticated and
challenging for deep fake detectors (Li et al., 2020;
Deepfake Detection Challenge Dataset, 2020). DFDC will
consist of two versions, one of which contains around 5,000
videos that feature two facial modification algorithms and
the other version contains around 124,000 videos that
feature eight facial modification algorithms. Celeb-DF will
contain around 5,600 high-quality videos of celebrities and

FaceForensics++ will contain 1,000 real videos taken from
Youtube and will have 4 types of deep fake videos of
varying qualities.

4.3 Research Procedure
4.3.1 Gathering of Data. The general objective of

this study is to measure the effects of implementing triplet
loss to the CNN, particularly in classifying deep fake videos
from authentic videos that have not been tampered in a way
that changes the identity of the subjects in the video. The
datasets used were developed for the purpose of providing
a more challenging and sophisticated training set for deep
fake detectors to improve the effectiveness of following
studies in this field of study (Li et al., 2020). Prior studies
have proven these datasets to be the most challenging to
test against when compared to other popular datasets.

4.3.2 Treatment of Data. All the datasets utilized in
this study are composed of videos which will be extracted
into frames so the models will focus more on the facial
imagery. The OpenCV package will be used to read each
video file and extract every 5th frame of the video, as well
as reducing the resolution of each frame. An MTCNN to
extract faces out of the frames and place them in the center
of alignment .

4.4 Conceptual Framework
The deep learning model used in this research is based on
a modified, lighter version of AlexNet by Xie, Chatterjee,
Liu, Roy, & Kossi (2020) to detect deep fake videos from
real videos. Initially, the faces are extracted from the frames
of the videos via MTCNN to place five landmarks for each
face. Afterwards the authors of this paper will take the
processed frames and generate a 512 dimension vector
using the modified AlexNet. One of the models will apply
semi-hard triplets to the embeddings generated by AlexNet
and the other model will not. The results will be measured
and compared to determine the effects of applying the
Triplet Loss Network. The main purpose of this study is to
find the benefits and drawbacks of applying the Triplet Loss
Network to the deep fake detection system.
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Figure 3. Conceptual Framework

5. Results and Analysis
The authors of this paper started testing each dataset
individually to see how they affected the results of the
model. The results in Figure 4 show that Celeb-DF V2
resulted in higher performance scores in accuracy, whereas
FF++ and DFDC yielded closer scores in relation to each
other. However, all the average scores were within 20% of
each other, therefore, the researchers concluded that this
difference would not significantly skew the results of the
model.

With a combination of all three datasets at 5 frames per
second for a total of 450,000 frames, however no
significant difference in performance was found when
compared to a smaller subset of 75,000 frames, thus,
succeeding tests were performed with the smaller number
of frames (75,000 frames) with 25,000 frames coming from
each dataset.

Figure 4. Performance Scores in Accuracy of Each
Dataset

In the training of the model all frames were extracted with
MTCNN applied and the model used was AlexNet in all
tests. The different Loss functions were tested and the
results for their average accuracy are recorded in the bar
chart illustrated below in Figure 5. The results show that the
one outlier in the results is contrastive loss, with a
significantly lower accuracy score compared to the other
loss functions, with an accuracy of 69.54%, whereas the
other three are within a 5% difference. The highest accuracy
was achieved by using Binary Cross Entropy with an
accuracy of 89.08%, followed by Sparse Categorical
Entropy with an accuracy of 87.44%, and Semi Hard
Triplets achieved an accuracy of 85.71%.

Figure 5. Average Accuracy Scores of Each Loss
Function
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When the results were finalized with AUC scores as shown
in Figure 6 below, it is seen that Binary Cross Entropy still
maintains the highest performance. However Sparse
Categorical Cross Entropy is now the lowest performing,
with Semi Hard Triplets and Contrastive Loss having better
AUC scores, meaning that although using Sparse
Categorical Cross Entropy for loss yielded in higher
accuracy, Semi Hard Triplets and Contrastive Loss actually,
this may hint at poorer positive class classification in
comparison to negative classification for Sparse Categorical
Cross Entropy, as ROC scores are biased to positive
classes.

Figure 6. Average AUC Scores of Each Loss Function

6. Conclusion and Recommendation
In this work, the authors of this paper presented a deep
study for classification of deep fake videos using a
benchmark testing procedure with MTCNN and Alexnet
Deep Learning Model, to collect and analyze standardized
results that give a better understanding of possible
improvements in the field of deep fake detection with
differing loss functions. The effects of different datasets
were studied and how they affect the performance results
as well as testing the results of having a combined dataset.
For future work, our aim is to use a more modern dataset
and test it on the newer generation of deep fake videos to
evaluate their effectiveness on newer methods.

In a previous study by Hoffer & Ailon (2014), they stated
that triplet loss, despite not specializing in classification,
does perform well when compared to other models specific
for classification tasks. Our findings prove that triplet loss
does work well, but is outperformed by loss functions
specific to binary classification tasks such as deepfake
detection. Therefore, the authors of this paper conclude that
triplet loss works well for classification tasks, but its method
of learning differences does not benefit in the task of binary

classification. Instead it is better to use loss functions
specific to binary classification tasks.
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ABSTRACT
Neural review-based recommender systems often lack explainabil-
ity due to the black-box nature of neural networks. This paper
introduces SUMMER, a novel, accurate, and explainable collabora-
tive filtering (CF) framework. SUMMER generates summary-level
explanations for each item and user, mirroring the style of real-life
explanation texts. This integration of summarization into the CF
architecture not only improves explainability but also enhances
the encoding of users and items, boosting recommendation per-
formance. SUMMER is the first summarization-driven CF model
capable of generating both extractive and abstractive explanations,
offering flexibility in explanation generation. We further argue for
reformulating explainability as unsupervised summarization, rec-
ognizing the impracticality of obtaining ground-truth explanations
for every item and user. Our experiments demonstrate SUMMER’s
strong rating prediction accuracy, comparable to other state-of-the-
art approaches. Moreover, our explainability study reveals a user
preference for extractive summary-level explanations.
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1 INTRODUCTION
Recommender systems have become indispensable tools in navi-
gating the vast landscape of online information. Widely integrated
into web applications, they revolutionize how users discover and
assess products and services across various domains, from shop-
ping to entertainment and news consumption [3, 35]. Collaborative
filtering (CF) lies at the heart of these systems, aiming to accurately
capture user preferences and item characteristics. While early CF
models relied solely on numeric ratings, this approach oversimpli-
fies the nuanced nature of user preferences and suffers from sparse
rating matrices, impairing accuracy [16, 21, 38]. To address these
challenges, researchers have turned to review texts as a valuable
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Table 1: Illustration of the different explanation types.
A review-level explanation is simply the highest weighted review,
and a word-level explanation is composed of underlined words with
the highest attention scores. Our proposed summary-level explana-
tions closely resemble real-life explanations by deriving information
from multiple reviews.

Reviews Received by an Item (e.g., Printer)

(1) This printer has it all. Print, scan, copy, fax and wifi. Wifi makes this printer.
No more cables all over the place and no more cluttered desks. Before, if I
wanted to print something from my laptop I had to go to the printer and
connect the cable. Now I can print over wifi. It prints very beautiful and also
scans very high resolutions. Set up was a breeze. Getting other computers
to print was also a breeze.

(2) First of all, it does it all, and does it well. Print, scan, fax, and photos. Its
six-ink system give archival photo prints with long life. This is my first
wireless printer, and I have to say, it is a great system: easy to set up, and
eliminates that spaghetti-ball of wires. Definitely a big plus. It’s fast; very
fast. Really cool-looking, and easy to use.

Generated Explanations

• Word-Level: First of all, it does it all, and does it well. Print, scan, fax, and
photos. Its six-ink system give archival photo prints with long life. This is
my first wireless printer, and I have to say, it is a great system: easy to set up,
and eliminates that spaghetti-ball of wires. Definitely a big plus. It’s fast;
very fast. Really cool-looking, and easy to use.
• Review-Level: First of all, it does it all, and does it well. Print, scan, fax,

and photos. Its six-ink system give archival photo prints with long life. This
is my first wireless printer, and I have to say, it is a great system: easy to
set up, and eliminates that spaghetti-ball of wires. Definitely a big plus. It’s
fast; very fast. Really cool-looking, and easy to use.

• Extractive Summary-Level: No more cables all over the place and no
more cluttered desks. Before, if I wanted to print something from my laptop
I had to go to the printer and connect the cable. Its six-ink system give
archival photo prints with long life. This is my first wireless printer, and I
have to say, it is a great system: easy to set up, and eliminates that spaghetti-
ball of wires.

• Abstractive Summary-Level: I love this product. It is a great-looking
printer and has an answering machine in one place. Setup was easy and
I was happy to find this product, but it’s a bit less expensive than a good
purchase. It is a good value for the money.

source of information. By leveraging user-given reviews that dis-
cuss the rationale behind the ratings, recommender systems can
uncover latent properties and dimensions of user opinions that are
not captured by ratings alone [31]. Reviews offer a wealth of rich,
multidimensional insights that cannot be otherwise acquired solely
from ratings [3].

However, most neural review-based recommender systems lack
explainability, which is crucial for user trust and decision-making
[23, 25, 37]. The inherent opacity of neural networks, often re-
ferred to as black-boxes, creates a a dilemma: a trade-off between
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accuracy and explainability. [23, 25, 30]. The most accurate models
often suffer from complexity and a lack of explainability [36]. Con-
versely, simple, explainable methods may compromise accuracy.
Striking a balance between explainability and accuracy poses a sig-
nificant challenge. Constructing models that are both explainable
and accurate is a critical research agenda for the machine learning
community to ensure that we derive benefits from machine learning
fairly and responsibly [23].

To improve user trust and understanding, recent research has
explored various explainability methods for recommender systems.
Common approaches include review-level and word-level explana-
tions. Review-level explanations, utilizing attention mechanisms to
select high-scoring reviews, are considered state-of-the-art [3, 8].
Word-level explanations, which select top words based on atten-
tion weights, offer another strategy [26]. Nevertheless, both types
may not fully resemble real-life explanations; as an illustration, in
Table 1, the review-level explanation is identical to the second item
review, assuming that it has the higher attention weight. It also
inadvertently disregards other possibly useful sentences from re-
views with lower attention scores. In essence, this degenerates into
a review selection task. Moreover, while a word-level explanation
highlights relevant terms, its fragmented nature may hinder real-
world recommendation scenarios, as it may lack overall coherence
and intelligibility for users.

Therefore, we propose and pioneer a novel CF framework called
SUMMER (derived from Summarization-Driven Collaborative Fil-
tering forExplainableRecommendation). Our model offers competi-
tive recommendation performance and contributes to explainability
research by exploring a less-investigated approach: treating it as
an unsupervised summarization task within recommender systems.
Unlike a review-level explanation, a summary-level explanation is
expected to retain the most relevant texts across multiple reviews.
Other advantages that make it preferred are its coherence, non-
redundancy, and readability [4, 22]. In our implementation, SUM-
MER integrates a summarization layer into a CF architecture. This
layer generates either extractive (selecting salient text segments)
or abstractive (rephrasing with natural language generation) sum-
maries for each item and user. The summarization layer acts as an
encoding mechanism, with item/user embeddings pre-trained on
the summarization task and fine-tuned for rating prediction. This
novel approach unifies representation and explanation – the sum-
mary both represents and explains an item (or user). Importantly,
our model performs unsupervised summarization, as expecting
ground-truth summaries for large datasets is unrealistic and obtain-
ing them manually is cumbersome. This lack of reliance on labeled
data makes the approach especially appealing.

1.1 Contributions
These are the major contributions of our study:

(1) We pioneer the integration of summarization and collabora-
tive filtering for explainability. To the best of our knowledge,
SUMMER is the first CF model capable of generating either
extractive or abstractive explanations, offering a certain de-
gree of flexibility.

(2) To our knowledge, we are the first to emphasize that re-
formulating explainability as unsupervised summarization

is necessary to address the impracticality of ground-truth
explanations.

(3) Our experiments demonstrate SUMMER’s competitive rat-
ing prediction accuracy, aligning with or surpassing other
state-of-the-art methods. In the context of explainability,
our study suggests a potential preference for summary-level
explanations, with extractive summaries being particularly
well-received.

(4) This study additionally explores the impact of explanation
type (extractive or abstractive) on both recommendation
performance and real-life acceptability.

2 REVIEW OF RELATED LITERATURE
Designing a collaborative filtering (CF) model involves two key
steps: learning user/item representations and modeling user-item
interactions based on those representations [11]. A fundamental
work in this domain is neural collaborative filtering (NCF), which
utilizes multilayer perceptron (MLP) layers to learn flexible interac-
tions between users and items [12]. NCF overcomes the limitations
of inner product-based interaction functions, enabling it to capture
rich patterns in real-world data. DeepCoNN is the first model to
jointly represent users and items using reviews, employing convo-
lutional neural networks (CNN) in parallel networks connected by
a shared layer [38]. NARRE, similar to DeepCoNN, incorporates
review-level attention mechanisms to enhance embedding quality
and provide review-level explanations [3].

Other notable studies include AHN, HUITA, MPCN, and NCEM,
which employ various attention mechanisms to improve accuracy
and explainability [7, 8, 28, 32]. These models integrate attention
mechanisms differently to discern informative parts of data samples,
leading to enhanced performance. HUITA incorporates a hierar-
chical, three-tier attention network. MPCN is similar to NARRE,
but the former does not rely on convolutional layers. Instead, it
introduces a review-by-review pointer-based mechanism that is
co-attentive to model user-item relationships. AHN proposes a
multi-hierarchical paradigm that recognizes user and item reviews
through co-attention. NCEM replaces the CNN with a pre-trained
BERT model in its parallel user/item networks. Incorporating BERT
is found to be more advantageous since it can fully retain global
context and word frequency information, crucial factors that can
have consequences on rating prediction accuracy or recommenda-
tion performance [29]. In summary, there appears to be a trend;
tackling explainability improves prediction and recommendation
performance consequentially. While most recommender models
address this via attention mechanisms, our proposed model solves
this by unifying representation and explanation in the form of
summaries.

On the principles of text summarization, two main approaches
exist: extractive, which selects important sentences as they are,
and abstractive, which rewrites sentences. Extractive methods are
more commonly researched [22], while abstractive methods require
advanced natural language generation techniques [34]. Summariza-
tion can also be categorized by the number of source documents:
single-document summarization (SDS) and multi-document sum-
marization (MDS), with MDS being more challenging due to inte-
grating information from multiple sources [4]. Most summarization
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models rely on supervised learning, necessitating labeled training
data, which is often scarce and leads to poor generalization across
domains [4, 5]. Miller proposed an unsupervised extractive method
using BERT embeddings and 𝐾-Means clustering for sentence se-
lection [20]. Chu and Liu introduced MeanSum, an unsupervised
abstractive summarization model based on an autoencoder archi-
tecture [5].

The challenges inherent in summarization also apply to explain-
able recommender systems, where obtaining labeled datasets with
ground-truth explanations is impractical. This makes unsupervised
multi-document summarization particularly valuable. Within the
proposed SUMMER framework, each document represents a user
review, providing flexibility in adopting either extractive or abstrac-
tive methods.

3 METHODOLOGY
3.1 Problem Formulation and Overview
The training dataset 𝜏 consists of𝑁 tuples, with the latter indicating
the size of the dataset. Each tuple follows this form: (𝑢, 𝑖, 𝑟𝑢𝑖 , 𝑣𝑢𝑖 )
where 𝑟𝑢𝑖 and 𝑣𝑢𝑖 respectively denotes the ground-truth rating
and review given by user 𝑢 to item 𝑖 . Let 𝑅𝑉𝑢 = {𝑣𝑢1, 𝑣𝑢2, ..., 𝑣𝑢 𝑗 }
be the set of all 𝑗 reviews written by user 𝑢. Similarly, let 𝑅𝑉𝑖 =
{𝑣1𝑖 , 𝑣2𝑖 , ..., 𝑣𝑘𝑖 } be the set of all 𝑘 reviews received by item 𝑖 . Both
𝑅𝑉𝑢 and 𝑅𝑉𝑖 are acquired from scanning 𝜏 itself row-by-row. SUM-
MER’s input is a user-item pair (𝑢, 𝑖) from each tuple in 𝜏 . We
specifically feed 𝑅𝑉𝑢 and 𝑅𝑉𝑖 to the model as the initial inputs. The
primary output is the predicted rating 𝑟𝑢𝑖 ∈ R that user 𝑢 may give
to item 𝑖 . The rating prediction task can be expressed as:

𝑝𝑟𝑒𝑑𝑖𝑐𝑡 (𝑢, 𝑖) = (𝑅𝑉𝑢 , 𝑅𝑉𝑖 ) → 𝑟𝑢𝑖 (1)
Its corresponding objective function, the mean squared error (MSE),
is given below:

𝑀𝑆𝐸 =
1
|𝜏 |

∑︁
𝑢,𝑖∈𝜏
(𝑟𝑢𝑖 − 𝑟𝑢𝑖 )2 (2)

SUMMER’s architecture is illustrated in Figure 1. It has two
parallel modeling networks that respectively learn summarization-
derived user and item representations. For the following subsection
of this paper (i.e., 3.2 Summarization Layer), we will only discuss
the item modeling procedure since it is nearly identical to user
modeling, with their inputs as the only difference.

3.2 Summarization Layer
Through the summarization layer, our model’s design is flexible
enough to accommodate two possible options for explainability:
extractive and abstractive, both of which can effectively repre-
sent, explain, and encode users and items. This layer produces the
pre-trained summary-level explanation (for every user and every
item), which we also call representative summary, representation-
explanation, or explanation-summary in different parts of this paper.
This section discusses our unsupervised implementations for either
summarization approach.

3.2.1 EXTRACTIVE SUMMARIZATION LAYER. The reviews in
𝑅𝑉𝑖 are first concatenated together to form a single document. We
employ spaCy’s Sentencizer, a sentence segmentation tool for split-
ting the document into individual sentences [9]. The set of all

sentences in 𝑅𝑉𝑖 is now given by 𝐸𝑖 = {𝑒𝑖1, 𝑒𝑖2, ..., 𝑒𝑖𝑔} where 𝑔
refers to the total number of sentences. Afterward, 𝐸𝑖 is fed to
a pre-trained BERT model to obtain corresponding sentence em-
beddings. This process produces the set of sentence embeddings
𝐸′𝑖 = {𝑒′𝑖1, 𝑒′𝑖2, ..., 𝑒′𝑖𝑔}, where 𝐸′𝑖 ∈ R𝑔×𝑎 and 𝑎 denotes BERT’s em-
bedding dimension. The BERT model choices can either be standard
BERT-Large, wherein the contextualized embeddings can be de-
rived from the penultimate encoder layer [20] or Sentence-BERT,
which is based on RoBERTa-Large previously trained on the se-
mantic textual similarity task [24]. Embedding clustering, based on
𝐾-Means, is then performed to partition the sentence embeddings
in 𝐸′𝑖 into 𝐾 clusters. In our approach, 𝐾 can be calculated using a
hyperparameter called summary ratio (𝜙), which is the percentage
of sentences that shall comprise the actual summary.

𝐾 = 𝜙 × 𝑔 (3)

The objective of embedding clustering is to minimize the sum of
squared errors (𝑆𝑆𝐸), i.e., the intra-cluster sum of the distances
from each sentence to its nearest centroid, given by the following
equation [33]:

𝑆𝑆𝐸𝑖 =
𝐾∑︁
𝑥=1

∑︁
𝑒′𝑖𝑦 ∈𝐶𝑥

| |𝑒′𝑖𝑦 − 𝑐𝑥 | |2 (4)

where 𝑐𝑥 is the centroid of cluster𝐶𝑥 that is closest to the sentence
embedding 𝑒′𝑖𝑦 . The objective function is optimized for item 𝑖 by
running the assignment and update steps until the cluster centroids
stabilize. The assignment step assigns each sentence to a cluster
using the shortest distance between the sentence embedding and
cluster centroid, provided by the formula below:

𝑛𝑐 (𝑒′𝑖𝑦) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥=1,...,𝐾 {| |𝑒′𝑖𝑦 − 𝑐𝑥 | |2} (5)

where 𝑛𝑐 is a function that obtains the cluster closest to 𝑒′𝑖𝑦 . The
update step recomputes the cluster centroids based on new assign-
ments from the previous step. This is defined as:

𝑐𝑥 =
1
|𝐶𝑥 |

𝑔∑︁
𝑦=1
{𝑒′𝑖𝑦 |𝑛𝑐 (𝑒′𝑖𝑦) = 𝑥} (6)

where |𝐶𝑥 | refers to the number of sentences that cluster 𝐶𝑥 con-
tains. By introducing clustering, redundant and related sentences
are grouped in the same cluster. Sentences closest to each cluster
centroid are selected and combined to form the extractive summary.
This is expressed as:

𝑛𝑠 (𝐶𝑥 ) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑦=1,...,𝑔{| |𝑒′𝑖𝑦 − 𝑐𝑥 | |2}
𝑋𝑆𝑖 = [𝑒′𝑖,𝑛𝑠 (𝐶1 ) , 𝑒

′
𝑖,𝑛𝑠 (𝐶2 ) , ..., 𝑒

′
𝑖,𝑛𝑠 (𝐶𝐾 ) ]

𝑋𝑆𝑖 =
1
𝐾

𝐾∑︁
𝑥=1

𝑒′𝑖,𝑛𝑠 (𝐶𝑥 )

(7)

where 𝑛𝑠 is a function that returns the nearest sentence to the
centroid 𝑐𝑥 of cluster 𝐶𝑥 , 𝑋𝑆𝑖 ∈ R𝐾×𝑎 is an embedding matrix of
the extractive summary sentences, and𝑋𝑆𝑖 ∈ R1×𝑎 is the extractive
summary embedding of item 𝑖 .
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Figure 1: The proposed SUMMER framework.

3.2.2 ABSTRACTIVE SUMMARIZATION LAYER. Let D be the
set of all reviews in 𝜏 and |D| be the number of all tuples (i.e.,
user-item pairs) in 𝜏 . We initially have an invertible tokenizer 𝑇
that maps the reviews in D to token sequences 𝑇 (D) from a fixed
vocabulary. Also, let V ⊂ 𝑇 (D) denote the tokenized reviews that
have a maximum length of 𝐻 . For item 𝑖 , given a set of reviews
𝑅𝑉𝑖 ⊂ V, the goal is to produce an explanation-summary 𝑋𝑆𝑖 ∈
𝑇 (D) using the same vocabulary.

The abstractive summarization layer contains two key compo-
nents: the autoencoder and summarization modules. The autoen-
coder learns representations for each review in the training dataset
𝜏 and consequently constrains the generated summaries in its lan-
guage domain. The encoder 𝜙𝐸 maps reviews to real-vector codes
denoted by 𝑧𝑦 = 𝜙𝐸 (𝑣𝑦𝑖 ). After processing 𝑣 one token per every
time step, its encoding is expressed by concatenating the LSTM’s
final hidden and cell states, i.e., 𝜙𝐸 (𝑣) = [ℎ, 𝑐] [13]. Afterward, the
decoder LSTM defines a distribution overV contingent on the latent
code 𝑝 (𝑣 |𝑧𝑦) = 𝜙𝐷 (𝑧𝑦). This is accomplished by initializing the de-
coder’s initial state with 𝑧𝑦 and training it by teacher-forcing using
a standard cross-entropy loss to reconstruct the original reviews.
The autoencoder’s objective is to minimize the reconstruction loss
(𝑅𝐸𝐶), which is the collective cross-entropy losses (𝐶𝐸) between the
original reviews and their corresponding reconstructed versions:

𝑅𝐸𝐶 (𝑅𝑉𝑖 , 𝜙𝐸 , 𝜙𝐷 ) =
𝑘∑︁
𝑦=1

𝐶𝐸 (𝑣𝑦𝑖 , 𝜙𝐷 (𝜙𝐸 (𝑣𝑦𝑖 ))) (8)

On the other hand, the summarization module learns to produce
explanation-summaries that are semantically similar to the input
reviews. The latent codes of the reviews received by item 𝑖 (i.e.,
{𝑧1, 𝑧2, 𝑧3, ..., 𝑧𝑘 }) are integrated by averaging their hidden and cell
states in 𝑧 = [ℎ̄, 𝑐]. The joint latent code 𝑧 is decoded by 𝜙𝐷 into
summary 𝑠 , which is then later encoded by 𝜙𝐸 (𝑠) = [ℎ𝑠 , 𝑐𝑠 ]. The
encoded summary’s hidden state also serves as the item’s abstrac-
tive summary embedding: 𝑋𝑆𝑖 = ℎ𝑠 ∈ R1×𝑎 , where 𝑎 is the hidden
unit size of the encoder.

The process of re-encoding and calculating the similarity loss
between the generated summary and its source reviews further
constrains the former to be semantically similar to the latter. Re-
garding this, the following is the objective function that minimizes

the similarity loss (𝑆𝐼𝑀) based on the average cosine distance (𝐶𝑂𝑆)
between the hidden states ℎ𝑦 of each encoded review and 𝑋𝑆𝑖 of
the encoded summary:

𝑆𝐼𝑀 (𝑅𝑉𝑖 , 𝜙𝐸 , 𝜙𝐷 ) =
1
𝑘

𝑘∑︁
𝑦=1

𝐶𝑂𝑆 (ℎ𝑦, 𝑋𝑆𝑖 )) (9)

Similar to Chu and Liu’s approach [5], the actual summary text is
also generated using the Straight Through Gumbel-Softmax strat-
egy. This performs approximated sampling from a categorical dis-
tribution, i.e., a softmax over the vocabulary, allowing gradients to
be backpropagated through discrete generation.

3.3 Embedding Fusion Layer
We also draw certain principles from the traditional latent factor
model by incorporating rating-based vectors that depict users and
items to a certain extent [3]. These are represented by 𝐼𝑉𝑢 and
𝐼𝑉𝑖 , both in R1×𝑚 where𝑚 is the dimension of the latent vectors.
The hidden vectors are fused with their corresponding summary
embeddings. This is facilitated by these fusion levels, illustrated by
the following formulas:

𝑓𝑢 = (𝑋𝑆𝑢𝑊𝑢 + 𝑏𝑢 ) + 𝐼𝑉𝑢
𝑓𝑖 = (𝑋𝑆𝑖𝑊𝑖 + 𝑏𝑖 ) + 𝐼𝑉𝑖

𝑓𝑢𝑖 = [𝑓𝑢 , 𝑓𝑖 ]
(10)

where 𝑓𝑢 and 𝑓𝑖 pertain to the preliminary fusion layers and both
are in R1×𝑚 ;𝑊𝑢 and𝑊𝑖 are weight matrices in R𝑎×𝑚 ; 𝑏𝑢 and 𝑏𝑖
refer to bias vectors; and 𝑓𝑢𝑖 ∈ R1×2𝑚 denotes the initial user-item
interactions from the third fusion layer.

3.4 Interaction Function and Rating Prediction
The MLP is essential to model the CF effect to learn meaningful
interactions between users and items. An MLP with multiple layers
implies a higher degree of non-linearity and flexibility. Similar to
the strategy of He et al. [12], SUMMER adopts an MLP with a
tower pattern wherein the bottom layer is the widest while every
succeeding top layer has fewer neurons. A tower structure enables
the MLP to learn more abstractive data features. Notably, we halve
the size of hidden units for each successive higher layer. SUMMER’s
MLP component is defined as follows:

ℎ1 = 𝑅𝑒𝐿𝑈 (𝑓𝑢𝑖𝑊1 + 𝑏1)
ℎ𝐿 = 𝑅𝑒𝐿𝑈 (ℎ𝐿−1𝑊𝐿 + 𝑏𝐿)

(11)

where ℎ𝐿 represents the 𝐿-th MLP layer, and𝑊𝐿 and 𝑏𝐿 pertain
to the 𝐿-th layer’s weight matrix and bias vector, respectively. We
choose the rectified linear unit (ReLU) as the activation function
since it generally yields better performance than other activation
functions [12]. Finally, the MLP’s output is projected to one more
linear layer to produce the predicted rating:

𝑟𝑢𝑖 = ℎ𝐿𝑊𝐿+1 + 𝑏𝐿+1 (12)
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Table 2: The datasets utilized for our experiments.

Dataset #Reviews #Users #Items
Digital Music 64,706 5,541 3,568
Office Products 53,258 4,905 2,420
Patio, Lawn, & Garden 13,272 1,686 962

Table 3: Variants of SUMMER used in our ablation study.

Variant Type Item Encoder User Encoder
SUMMER-1SE Null First Sentence First Sentence
SUMMER-IA-U1 Hybrid Abstractive Summ. First Sentence
SUMMER-IX-U1 Hybrid Extractive Summ. First Sentence
SUMMER-I1-UA Hybrid First Sentence Abstractive Summ.
SUMMER-I1-UX Hybrid First Sentence Extractive Summ.
SUMMER-5RE Null Five Reviews Five Reviews
SUMMER-IA-U5 Hybrid Abstractive Summ. Five Reviews
SUMMER-IX-U5 Hybrid Extractive Summ. Five Reviews
SUMMER-I5-UA Hybrid Five Reviews Abstractive Summ.
SUMMER-I5-UX Hybrid Five Reviews Extractive Summ.
SUMMER-Ext Original Extractive Summ. Extractive Summ.
SUMMER-Abs Original Abstractive Summ. Abstractive Summ.

4 EMPIRICAL EVALUATION
4.1 Research Questions
In this section, we provide the details of our experimental con-
figuration as we aim to answer the following research questions
(RQs):
• RQ1: How does SUMMER’s rating prediction accuracy com-

pare to other state-of-the-art baselines?
• RQ2: To what extent does summarization (as an encoding

mechanism) improve the effectiveness of user and item rep-
resentations?
• RQ3: How are summary-based explanations perceived by

humans in real life?
• RQ4: How do extractive and abstractive representation-

explanations compare in the following:
– RQ4a: Their impact on recommendation performance?
– RQ4b: Their real-life acceptability to users?

4.2 Datasets, Baselines, and Evaluation Metric
Table 2 summarizes the three Amazon datasets1 we utilized in
our experiments. These datasets are 5-core, implying that every
user and every item have a minimum of five reviews [10, 19]. The
ratings across all the datasets are in the range of one to five. We
further divided a given dataset into training, validation, and test sets
using the 80%-10%-10% split. Then, to compare recommendation
performances and validate our model’s effectiveness, the following
state-of-the-art baselines were used:
• DeepCoNN [38]: The first deep collaborative neural net-

work model that is based on two parallel CNNs to jointly
learn user and item features.

1http://jmcauley.ucsd.edu/data/amazon/

• MPCN [28]: Akin to NARRE, MPCN implements a new type
of dual attention for identifying relevant reviews.

• NARRE [3]: Similar to DeepCoNN, it is a neural attentional
regression model that integrates two parallel CNNs and the
review-level attention mechanism.

• NCF [12]: An interaction-based model that is fundamental
in neural recommender systems; the first to introduce the
MLP as the interaction function.

For the evaluation metric, we calculated each baseline’s root
mean square error (RMSE) on the test dataset (𝜏 ). RMSE is a widely
accepted metric for assessing a model’s accuracy and recommenda-
tion performance [27].

𝑅𝑀𝑆𝐸 =

√︄
1
|𝜏 |

∑︁
𝑢,𝑖∈𝜏
(𝑟𝑢𝑖 − 𝑟𝑢𝑖 )2 (13)

4.3 Experimental Settings
For the CF component of SUMMER, we operated an exhausting grid
search on the number of epochs: [1, 30] and latent vector dimension
(𝑚): {128, 200, 220} while fixing the values of the learning rate at
0.006 and number of MLP layers at 4. Moreover, we implemented
NCF and also ran a grid search over the number of epochs: [1, 30]
and latent vector dimension: {128, 200}. For DeepCoNN, MPCN, and
NARRE, we availed the extensible NRRec framework2 and retained
the hyperparameters’ values reported in the framework [18]. We
performed an exhaustive grid search over the number of epochs:
[1, 30] and learning rates: {0.003, 0.004, 0.006}.

All the above-mentioned baselines used the same optimizer,
Adam, which leverages the power of adaptive learning rates dur-
ing training [15]. This makes the selection of learning rates less
cumbersome, leading to faster convergence [3]. Without special
mention, the models shared the same random seed, batch size (128),
and dropout rate (0.5). We selected the model configuration with the
lowest RMSE on the validation set. We then separately trained SUM-
MER’s summarization and rating prediction tasks due to limitations
on hardware resources.

For the extractive summarization layer, we primarily based its
implementation on BERT Extractive Summarizer3 by Miller [20]
using the pre-trained BERTLARGE model. The summary ratio (𝜙)
was set to 0.4. For the abstractive summarization layer, we pat-
terned its design after the original MeanSum4 model of Chu and
Liu [5]. The language model, encoders, and decoders were multi-
plicative LSTMs [17] with hidden unit size of 512, dropout rate of
0.1, word embedding size of 256, and layer normalization [1]. We
also took advantage of the Adam optimizer to train the language
and summarization models with learning rates of 0.001 and 0.0005,
respectively.

2https://github.com/ShomyLiu/Neu-Review-Rec
3https://github.com/dmmiller612/bert-extractive-summarizer
4https://github.com/sosuperic/MeanSum
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Table 4: Recommendation performance comparison. The best RMSE values are boldfaced.

Model Digital Music Office Products Patio, Lawn, & Garden Average RMSE
DeepCoNN 0.8904 0.8410 0.9316 0.8876
MPCN 0.9298 0.8487 0.9362 0.9049
NARRE 0.8915 0.8426 0.9539 0.8960
NCF 1.0822 1.0008 1.2359 1.1063
SUMMER-Ext 0.8831 0.8332 0.9298 0.8820
SUMMER-Abs 0.8917 0.8356 0.9398 0.8890

Figure 2: Performance comparison of SUMMER variants. The left (a) and right (b) figures illustrate the RMSE scores of SUMMER
variants based on 1SE and 5RE ablations, respectively.

5 PREDICTION RESULTS AND DISCUSSION
5.1 Performance Comparison
After conducting our experiments, we found out that SUMMER’s
extractive version is the top-performing model, acquiring the low-
est RMSE scores across all datasets and baselines. This is closely
followed by SUMMER’s abstractive variant, whose performance is
comparable to other baselines. These observations answer RQ1; our
findings prove that integrating summarization in a CF architecture
is effective, subsequently resulting in better representations and
accurate recommendations. Specifically, summarization is helpful
in further refining and producing semantically meaningful features
with finer granularity and fewer redundancies to comprise user and
item embeddings. Notwithstanding, extractive SUMMER appears to
have a better generalization capability than abstractive SUMMER;
this addresses RQ4a.

An interesting trend is that models that take advantage of re-
view information (i.e., DeepCoNN, MPCN, NARRE, and SUMMER)
consistently outperform NCF, the only model based on rating data
alone. This validates the importance of review texts, which are excel-
lent rich information sources for learning user and item properties.
Generally, review-based recommender systems have become more
reliable nowadays in yielding satisfactory and quality prediction
performance.

5.2 Ablation Study
5.2.1 Configuration. In order to examine further the efficacy of

our proposed summarization layer for encoding users and items,
we separately replaced the user’s and item’s summarization layer
with non-summarization encoding approaches (listed below). The
rationale behind these approaches is that to examine better the

perceived overall effect of summarization in CF, we must ensure
that the ablated component is replaced by an encoding that does
not resemble SUMMER-generated summaries.

• First Sentence Encoding (1SE): We chose the first sentence
of the item (user) review set to represent it. We then projected
it to a pre-trained Sentence-BERT model to derive the item
(user) embedding.
• Five Reviews Encoding (5RE): We randomly selected five

reviews from the item (user) review set. We later fed the
concatenated reviews to Sentence-BERT to obtain the em-
bedding of the item (user).

Accordingly, as described in Table 3, we prepared ten other vari-
ants of SUMMER that utilize different combinations of encoding
mechanisms for the user and item components. These are different
from the original variants (i.e., SUMMER-Ext and SUMMER-Abs);
they are non-original and can be categorized into the null vari-
ant or hybrid variant. A null variant, such as SUMMER-1SE and
SUMMER-5RE, completely replaces the summarization layer with
its corresponding encoding mechanism (i.e., 1SE or 5RE). On the
other hand, for a hybrid variant, either the user or item compo-
nent maintains the summarization layer while the other ablated
component employs 1SE or 5RE.

5.2.2 Analysis. The results of our ablation experiments are de-
picted in Figure 2. Completely removing summarization expect-
edly results in the least accurate performances, as evidenced by
SUMMER-1SE and SUMMER-5RE receiving the lowest RMSE scores.
The performance immediately improves even if only either compo-
nent (item or user) takes advantage of summarization. Hence, it is
noticeable that the RMSE values of hybrid variants are significantly
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Table 5: Acceptability comparison between extractive and ab-
stractive summary-level explanations. The best mean values
are boldfaced. The symbol ** indicates that the difference is
statistically significant (at p < 0.05).

Quality Extractive Abstractive
Coherence 3.33 3.27
Focus 3.31 3.27
Grammaticality 3.25 3.20
Non-Redundancy 3.15 3.18
Referential Clarity 3.59 3.16
Usefulness 3.50** 3.20

better than the null variants. Lastly, the full benefits of summariza-
tion are realized when both item and user components utilize our
proposed summarization layer. Across all variants, SUMMER-Ext
and SUMMER-Abs have the two best RMSE scores; this conclusively
answers RQ2.

6 EXPLAINABILITY STUDY
6.1 Listwise Evaluation of Helpfulness
It is intuitive to perform a listwise evaluation (i.e., a ranking-based
analysis) to examine whether explanations generated by SUMMER
are on par with review-level explanations in real life, considering
that the latter have been popular in recommender systems literature.
In this regard, we generated a tuple of explanation texts (SUMMER’s
extractive and abstractive summaries and NARRE’s review-level
texts) for 30 items, totaling 90 explanations to be assessed. For
each item explanation tuple, we instructed four English-speaking
human judges to rank them according to helpfulness. A statement
is considered helpful if it can aid the viewing user both to know a
product better and make a future purchasing (or non-purchasing)
decision. Additionally, we determined the strength of inter-judge
ranking agreement by utilizing Fleiss’ Kappa (𝜅) wherein 0 refers
to a random agreement, and 1 denotes a perfect agreement [2, 14].

Figure 3 shows a clear tendency toward extractive summaries,
ranked first for nearly 60% of items. Review-level explanations
follow (31%), while abstractive summaries are favored least (ranked
first 10% and ranked last 63%). With a fair inter-judge agreement
(Kappa value of 0.25), this highlights the superiority of extractive
summaries in real-life acceptability (RQ3), exceeding review-level
explanations. The lower ranking of abstractive summaries suggests
potential inaccuracies or irrelevancies introduced by the generative
model (partly answering RQ4b).

6.2 Acceptability Comparison
To fully address RQ4b, it is reasonable to conduct a detailed compar-
ison between extractive and abstractive explanations based on their
inherent qualities. In the absence of a ground-truth summary, we
propose assessing the real-life acceptability of explanations based
on the following summarization criteria, measured on a scale of 1
(poor) to 5 (excellent). We adopted the first five qualities from Dang
[6], while we added the sixth dimension of usefulness.

(1) Coherence: Should be well-structured and well-organized.
It should build from sentence to sentence to a coherent body
of information about an item/product/topic.

(2) Focus: Should only contain information that is related to
the rest of the summary.

(3) Grammaticality: No obvious ungrammatical sentences (e.g.,
fragments, missing components) that make the text difficult
to read.

(4) Non-Redundancy: No unnecessary repetition in the sum-
mary.

(5) Referential Clarity: Easy to identify who or what the noun
phrases and pronouns are referring to in the summary.

(6) Usefulness: Provides useful information to help users decide
in making a purchasing decision.

Considering this, we produced a total of 60 item explanations, 30
each from SUMMER’s extractive and abstractive types. We likewise
asked four English-speaking judges to independently evaluate the
explanations according to the earlier-mentioned summarization
criteria, and we ascertained their agreement level by utilizing Fleiss’
Kappa. Furthermore, we employed the 𝑡-test to determine whether
the difference between the two explanation types is statistically
significant for each summarization quality.

Table 5 reveals that extractive explanations outscore abstractive
explanations in five out of six quality metrics. Specifically, they are
most grammatical, coherent, and useful; they also provide the best
focus and clarity. Their strongest aspects are referential clarity and
usefulness. The former has a mean score of 3.59 and a 𝜅 value of
nearly 0.1, indicating a slight agreement between a pair of judges.
The latter has a mean score of 3.50 and a 𝑝-value of about 0.03,
implying that the difference is statistically significant from abstrac-
tive explanations’ usefulness. Interestingly, abstractive summaries
are less redundant than their extractive counterparts (with a mean
score of 3.18).

Overall, these findings demonstrate a strong preference for ex-
tractive explanations over abstractive ones in real-life settings, ad-
dressing RQ4b. Extractive explanations provide clear, well-structured
guidance to help users understand items and make informed pur-
chasing decisions.

7 CONCLUSION AND FUTUREWORK
We have successfully implemented SUMMER, a novel summarization-
driven CF model that is both accurate and explainable. By inte-
grating summarization as an encoding mechanism within a CF
architecture, we generate semantically rich user and item repre-
sentations, resulting in competitive recommendation performance.
Our experiments confirm that SUMMER’s accuracy aligns with or
surpasses other state-of-the-art approaches. Moreover, our explain-
ability study demonstrates the real-life favorability of extractive
summary-level explanations.

Nevertheless, our study highlights several avenues for further
research. Expanding human evaluation with a larger pool of judges
and thoroughly analyzing factors contributing to varying inter-
rater agreement offers one valuable direction. Additionally, a deeper
investigation of the accuracy-explainability trade-off is crucial. An-
alyzing specific cases where less helpful explanations might also
impact prediction accuracy could reveal areas for improving both

105



PCSC2024, May 2024, Laguna, Philippines Reinald Adrian Pugoy and Hung-Yu Kao

Figure 3: Distribution of the judges’ given helpfulness rankings for listwise evaluation.

the informativeness of explanations and the overall model perfor-
mance.
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ABSTRACT
A novel approach called ErrgoEngine is presented to enhance pro-
gramming error messages for novice programmers. Current solu-
tions have limitations in providing personalized, interactive, and
domain-specific assistance to address the challenges novice pro-
grammers face in understanding error messages. ErrgoEngine aims
to provide a rich explanation to novice programmers, alleviating
the burden of getting the right answer to their programming error
with minimal intervention. Designed to be language-agnostic and
leverages innovations in program analysis and language tooling,
as well as relevant programming learning theories, ErrgoEngine
uses regular expressions to match the input error message to a cor-
responding error template. It extracts relevant data and generates
an error explanation and bug fix suggestions based on the template
and context. Evaluation showed ErrgoEngine successfully identi-
fied and translated 42 programming errors with high test coverage.
Although weaknesses were identified in semantic analysis and out-
put generation, ErrgoEngine has the potential to simplify learning
for novice programmers of all skill levels. Ongoing work aims to
address these weaknesses and improve the tool’s effectiveness.
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1 INTRODUCTION
Software automation is becoming a vital part of almost every ma-
jor industry nowadays and programming is an essential skill for
students pursuing computing-related courses and is becoming a use-
ful skill for non-tech fields[26]. For those who take programming
courses, known as novice programmers[17], the skill of program-
ming enables them to solve problems and enhances their analytical
and reasoning capabilities. However, programming is a "high-level"
cognitive task[51] and learning proved to be a challenge for many
of the novices. One area of difficulty for novices when it comes
to programming is in addressing programming errors[24, 56, 65]
which requires the development of debugging skills.

Debugging is the process of finding and resolving errors in
software[35]. In this process, the programmer replicates the failure
for two main purposes: fault localization and bug fixing[38]. Fault
localization is about identifying the cause of the failure, which can
be a tedious and time-consuming task in manual processes[62, 64].
However, it is essential for maintaining software quality because the
faster the bug location is identified, the faster it can be removed[2].
Techniques for fault localization include program logging, asser-
tions, profiling[64], and stack-trace analysis[63].

Bug fixing, on the other hand, is the process of preventing fail-
ures by modifying, adding, or deleting code[38]. There are three
approaches: search-based, semantic-based, and template-based[10].
Search-based bug fixing uses search algorithms to automatically re-
place defective code[58] with a solution that meets specific criteria,
such as passing unit tests or satisfying formal specifications[16].
Semantic-based bug fixing analyzes the program’s behavior to gen-
erate patches and constraints that avoid the bug[31], using a con-
straint solver[67]. Template-based bug fixing uses fixing templates
based on corresponding bug identification, which are extracted
from historical data such as bug reports and answers from question-
and-answer websites[33].

Debugging a program, including fault localization and bug fix-
ing, is similar to the processes outlined in Brown and VanLehn’s
repair theory. It is based on the concept that individuals acquire
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procedural skills by attempting to solve problems[23]. Novice pro-
grammers apply the knowledge they have gained from their classes
to resolve issues. If they are successful, they acquire a new approach
to address the error. If not, they encounter an impasse. To over-
come the impasse, individuals may either try again later or choose
to repair their knowledge through a problem-solving process[34].
As they work to identify the source of the impasse, in this case,
programming errors or bugs, they seek to develop a new solution
that may lead to success or present an entirely new impasse[8].

Like programming, debugging is a difficult skill to master[41] as
it requires programmers to constantly use new debugging strategies
as they learn[14]. Proficiency in interpreting result codes, error,
and warning messages of the compiler is essential[48]. A study
found that the majority of students have only fair to satisfactory
performance in program tracing, a method of fault localization[25].
This may be due to fragile knowledge[53], which is described
as knowledge that students may only partially know, have dif-
ficulty harnessing, or be unable to recall[41]. Text-based program-
ming error messages can be helpful, but they often use technical
vocabulary[37] and can be notoriously cryptic, leading to confusion
and discouragement[5]. Error messages may also be inaccurate,
imprecise, and vary between different versions of the compiler
used[40].

The students of a computer studies department at a local in-
stitution in Davao City also encountered issues with debugging.
Researchers conducted an in-person evaluation survey to assess
the students’ current level of programming experience by analyz-
ing and solving programming errors. Three programming errors
were selected and presented to the students based on their cur-
rent programming proficiency. The respondents consisted of fresh-
man students from the CCS department with 59 of 70 (84.3%) of
them identifying themselves as beginners or novices. Of the 59
respondents, 16 of them (27.12%) were able to correctly identify
and produce a correct solution for three programming errors, 12
respondents (20.34%) correctly identified and solved two errors, 12
respondents (20.34%) also correctly identified and solved one error,
1 respondent (1.69%) was unable to both identify and produce a
solution for the errors while the remaining 18 respondents (30.5%)
have varying numbers of identified and solved programming errors.
Notably, 53 of the 59 respondents (89.83%) who correctly identi-
fied and solved the first programming error were less confident
in identifying and solving the remaining errors. Some students
sought help from their peers, while others relied on their integrated
development environments (IDEs) to do fault localization through
program tracing. The results of this evaluation survey highlight
the need for enhanced or improved programming error messages
that are more informative and easier to understand, especially for
beginner and novice programmers.

Several studies have been conducted to improve the understand-
ing of programming error messages. One study found that enhanced
forms of Java error messages reduced the overall number of er-
rors, repeated errors, and created a positive learning experience
for students[4] However, other studies have shown that enhanced
programming error messages did not significantly impact student
learning[13, 54, 68]. This is due to various factors, such as difficul-
ties in typing code[68], improper reporting[54], and not paying
attention[13, 54]. Another concern is the lack of easy to use and

understand debugging tools that could help novice programmers
debug their code more quickly and easily. Traditional debuggers,
such as those found in IDEs, have a steep learning curve[20] be-
cause they assume that the user already has advanced knowledge
and experience with debugging tools[21, 36]. This is also evident
in the use of print statements over IDE debuggers to study the
behavior of the program[6].

To address the issues around programming errors and debug-
ging tools, several studies[15, 19, 21, 32, 49, 57] have employed
various methods and techniques to improve the learning curve
of novice programmers when it comes to fixing errors. An auto-
mated tool called Gauntlet was developed to catch and explain
the top fifty programming errors, both syntax and semantic-based,
in a pre-compiler for student cadets at the United States Military
Academy[15]. Backstop is another tool for enhancing runtime error
messages and debugging logical errors in Java[49]. This tool was
tested on a set of students with little to no programming experience,
and the results showed it was proven effective despite some students
initially finding the output hard to understand. Another tool called
SeeC is developed as a noviced-focused debugging tool prototype
for C programmers that provides runtime error checking[21]. Their
tool uses a localized format string used to generate the explanations
of the error, and a C compiler named Clang for creating mappings
into the program’s respective source code files for rich explanation.
A study by Charles and Gwilliam has developed and implemented
an error explainer tool for use by non-CS students to assist them
in understanding and interpreting Python error messages[19]. The
tool, built as a plugin into an interactive notebook environment,
collects and provides plain English explanations for various error
types, helping students to identify common causes and gain a better
understanding of the error messages. While the paper acknowl-
edged the lack of quantitative improvement, the students found the
tool useful.

Recently, researchers have investigated the use of large language
models (LLMs) to enhance the programming error messages. One
study used OpenAI’s Codex programming model to explain and
to provide fix suggestions for given programming errors[32]. The
model was able to provide comprehensible messages 88% of the time,
with an average rate of correctness at 47%, with improved rates if
"prompt engineering" is employed. Another study conducted by
Sobania investigated the performance of ChatGPT in automatic bug
fixing[57] using a benchmark which consists of small erroneous
Python programs that fit in the dialog system of ChatGPT. The
results showed that ChatGPT successfully solved 19 out of 40 bugs,
compared to 7 bugs fixed by standard program repair methods.
However, ChatGPT required additional information for most of the
bugs in order to solve them, which increased its success rate by
77.5%. Despite the positive results, the researchers noted that the
mental cost of verifying the bug fixes provided by ChatGPT may
outweigh its advantages.

The solutions explored in these studies indicate the possibilities
of analyzing and translating programming error messages, relying
on "hardcoded" predefined templates or rules that use traditional
string matching techniques[19, 21]. However, these methods hinder
extensibility when new types of errors arise or when users want to
add custom support for an error. Additionally, the tools only support
a limited range of programming error types, notably syntax and
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semantic errors. While large language models show promise, they
do not provide accurate explanations due to the lack of contextual
data[32, 57] and face limitations in understanding source codes due
to missing information such as the source code of related files and
the libraries used. Prompt engineering can be employed to over-
come these limitations[59], but it may require multiple attempts
and tricks to overcome token limitations with no guaranteed con-
sistent output[61]. Therefore, these models fall short in offering the
personalized, interactive, and domain-specific assistance necessary
for novice programmers without further intervention.

Newer programming language tooling technologies and analysis
strategies, such as Tree-Sitter[9] and a program-feedback graph
from a self-supervised, program repair neural network[66], have
emerged recently and have the potential to provide a common
approach to programming analysis and translation, making it easier
to deploy or integrate into common software. This would greatly
benefit novice programmers as these tools are more accessible
and user-friendly compared to the tools and programs built from
previous studies[39].

Furthermore, current programming error feedback mechanisms
lack a strong foundation in programming learning theories for
novice programmers[5]. To address these challenges, incorporating
experiential learning theory by Kolb can be beneficial. This the-
ory emphasizes "learning by doing" or a learning process in which
knowledge is gainelective observation, abstract conceptualization,
and active experimentation. By providing novice programmers with
concrete learning through real-world programming error experi-
ences, they can engage in reflective observation and gain insights
into effective debugging strategies. Through abstract conceptual-
ization, they can derive general principles and mental models for
effective bug localization and fixing. Finally, active experimentation
enables programmers to apply their newly formed concepts and the-
ories in practice, refining their debugging skills[30]. This approach
can enhance the understanding of programming error messages
and facilitate the learning process for novice programmers.

Given the identified gaps and opportunities, the researchers
aimed to develop a contextualized programming error analysis
translation engine, named ErrgoEngine, to assist new program-
mers in effectively overcoming commond through experience[12].
It involves a four-stage process: concrete learning, ref debugging
challenges. The engine will use a language-agnostic approach to
enhance error programming messages by leveraging innovations in
program analysis and language tooling as well as applying relevant
programming learning theories. This will provide a rich and help-
ful explanation to novice programmers, alleviating the burden of
getting the right answer to their programming error with minimal
to no intervention. Ultimately, the researchers believe that Errgo-
Engine will simplify the learning process for novice programmers
and programmers of all skill levels, helping them transform into
skilled troubleshooters.

2 APPROACH
2.1 Conceptual Framework
Figure 1 illustrates the process of error analysis and translation.
Upon receiving the input programming error message text from

Figure 1: Conceptual Framework of ErrgoEngine

the compiler / interpreter, it goes through the error analysis and
error translation stages to produce its desired output.

2.1.1 Error Analysis. In this stage, the input error message is
examined and relevant data is extracted into context data. Errgo-
Engine searches for a corresponding error template in its collection
using a regular expression pattern included in each template. Upon
discovering a match, the engine proceeds to context data extraction.
If no match is found, a fallback error template is used instead. Dur-
ing context data extraction, variables from the input error message
are obtained using the same regular expression pattern utilized in
the error template matching process. If stack trace data is available,
it is separately extracted using a specific regular expression pat-
tern defined in the programming language configuration linked to
the matching error template. This process extracts the locations
of the offending files, whose contents are then semantically ana-
lyzed to generate a symbol table containing the program’s symbols
(variables, functions, classes, etc.) using the same programming
language configuration used earlier. The context data, along with
the matched error template, is subsequently forwarded to the error
translation stage.

2.1.2 Error Translation. In the final stages, the error explanation
and the bug fix for the corresponding error are generated using the
error template and the context data. The error explanation is pro-
duced by executing an error explanation function, which accepts
context data and returns a text output. This function can use the
context data to inject values into the error explanation or selec-
tively generate text based on the symbol information or the AST
node structure of the offending code. Once the error explanation
is generated, the bug fix can be produced. A function then accepts
the context data and returns a list of bug fix suggestions based
on the identified error through the error template upon execution.
The newly-generated error explanation and bug fix suggestions are
then compiled and formatted into Markdown, a plain text format
for writing structured documents[1]. The formatted output is sent
back to the user for consumption.

2.2 Context Data
The context data contains crucial information primarily used for
the error translation stage and portions of the error analysis stage.
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Figure 2: Flow diagram of the BugBuddy application

It provides guidance and personalization for the generated out-
put. The data includes information extracted from the input error
message, such as variables and stack trace locations. Additionally,
it contains data extracted from semantic analysis, including files,
abstract syntax trees (ASTs), and the symbol table containing the
extracted symbol information.

2.3 Language-agnostic Approach
ErrgoEngine is able to identify errors and source codes written
in any programming language through a supported programming
language parser and an additional configuration file for that spe-
cific language. The supported programming parsers are the ones
that were generated from parser generators such as ANTLR[52]
and Yacc[27] as the generated parsers use common data structures
that are easy to traverse through the provided mechanisms [3]. In
this case, ErrgoEngine used Tree-Sitter parser as the library for
parsing and programming languages with Tree-Sitter support are
automatically supported.

In addition, a separate language configuration file is also cre-
ated which are linked into the error templates of their respective
programming errors. It contains a set of operations and variables
needed in order to produce additional information helpful in identi-
fying errors such as functions for converting stack trace positions,
tracking dependency imports, and capturing symbol information
as part of the semantic analysis.

2.4 Library / Application Development
ErrgoEngine is a software component library that can be used on a
variety of similarly-scoped applications. To test its functionality in
the real-world scenario, the researchers developed a purpose-built
application called BugBuddy. Shown in Figure 2 and 3, BugBuddy
is a console-based server application and editor extension that
enhances programming error messages within the user’s preferred
text editor. It consists of multiple components:

(1) ProgramExecutor - monitors incoming programming error
messages via the executed program’s standard error output
pipe (STDERR). Error messages are sent to the daemon server
for processing.

Figure 3: BugBuddy editor example user interface

(2) Daemon Server - an independent, background process that
acts as a main hub for receiving, processing, and dispatch-
ing output generated by ErrgoEngine. Communication be-
tween clients (e.g. program executors and language servers)
is done via the JSON Remote Procedure Call (JSON-RPC)
protocol[28]

(3) Language Server - receives and dispatches the output from
the daemon server to the supported text editors and IDEs. It
communicates with editors via Microsoft’s Language Server
Protocol (LSP)[44].

(4) Editor Extension - acts as a client for receiving and display-
ing the output from the language server to the text editor
diagnostics to be displayed to the user.

The researchers chose the Go programming language[18] for de-
veloping ErrgoEngine library and BugBuddy server due to its
performance, security, and package availability [50, 60]. Visual
Studio Code was used for development and testing the editor exten-
sion, known for its flexibility, ease of development via its extension
API[43], and compatibility with LSP[45]. TypeScript, a superset
of JavaScript with type annotations[46], was used to create the
extension for VSCode.

3 EVALUATION
In order to provide initial insights on the usability of ErrgoEngine,
the following objectives were established:

RQ1: Test Programs and Error Templates Development.
What set of test programs and error message templates or rules
should be developed to thoroughly evaluate the performance of the
engine?

RQ2: Contextualization Mechanism Design. How can a
mechanism be designed and implemented to enable the contex-
tualization of error messages by the translation engine?

RQ3: Real-world Use. How can the ErrgoEngine library and
application be integrated with existing development tools and envi-
ronments to enhance its accessibility and ease of use for program-
mers?

110



ErrgoEngine: A Contextualized Programming Error Analysis Translation Engine PCSC2024, May 2024, Laguna, Philippines

3.1 RQ1: Test Programs and Error Templates
Development

3.1.1 Data Gathering. The researchers collected data from pre-
vious studies and articles to determine the programming errors
when creating error templates. First, the researchers identified the
programming languages that would be used in this study. Based
on the current programming curriculum used by the computer
studies department, the researchers chose the Java programming
language. In addition to Java, the researchers also included the
Python programming language as a sample implementation to test
the language-agnostic capabilities of ErrgoEngine.

Afterwards, studies and articles collecting the most common pro-
gramming errors of Java[4, 7, 11, 42, 47, 49] and Python[22, 29, 55,
68] programming languages from students and developers were se-
lected, ensuring a comprehensive coverage of programming errors
made from individuals with varying levels of experience. Errors
that do not output an error message such as logical programming
errors were excluded. Upon collection, the researchers identified 49
programming errors which consisted of 43 programming errors for
Java and 6 programming errors for Python. The reason for the low
number of supported programming errors for Python compared to
Java is due to only it being a test implementation.

3.1.2 Test Programs. For each identified programming error, the
researchers utilized ChatGPT to generate the program code that
would reproduce the error. The code was then verified running it on
a language interpreter. In some cases, modifications were also made
to the code to ensure that the exact programming error was thrown.
Actual error messages from the interpreter were also extracted
for the error template design. Upon running the test programs,
the researchers discovered that some errors, particularly the Java
expected and cannot find symbol programming errors, produced
similar messages. These errors were merged with other similar
errors and kept as additional test cases for testing. As a result, the
number has been reduced to 42 programming errors.

3.1.3 Error Template Design. The error template format encap-
sulates essential components which consists of an error name, a
regular expression pattern for error message matching, and crucial
functions for detecting error positions, generating explanations,
and crafting bug fixes. In addition, custom regular expression pat-
terns for error message and stack trace formats were added to
handle such situations found in dynamic interpreted languages
that provide different error message and stack trace formats for
compile-time and runtime errors.

3.1.4 Translated Error Output Design. Shown in Figure 4 , the
Markdown-based output consists of an error explanation and bug fix
suggestions. Error explanation offers a brief description of the error,
accompanied with the code snippet pinpointing the exact location
of the error. Following this, bug fix suggestions provide one or more
recommendations, each equipped with step-by-step instructions
and a visualized code snippet of the fix to guide developers in
resolving the identified issue.

3.1.5 Testing. The effectiveness in terms of detection and out-
put generation was evaluated through unit testing. The test cases

Figure 4: Sample engine-translated output for Java’s private
access error

Java Python Total
Implemented test cases 44 6 50
No. of passed tests 36 (81.81%) 5 (83.33%) 41 (73.21%)
No. of failed tests 1 (2.27%) 1 (16.67%) 2 (3.57%)
No. of skipped tests 7 (15.9%) 0 7 (15.9%)
Code coverage 92.7% 97.4% 95.05% (avg)
Table 1: Error template unit testing statistics summary

consisted of input test programs, extracted programming error mes-
sages, and the expected engine-generated output. Each identified
error was given one test case. To ensure comprehensive cover-
age, some programming errors were also given additional test cases.
These test cases were taken from the similar errors identified earlier,
as well as new test cases that addressed scenarios with unexpected
bugs. Based on the results shown in Table 1, 50 test cases were
created in total with 44 (78.57%) test cases created for the Java pro-
gramming language while 6 (10.71%) test cases were created for
Python. During the test, 44 (79.55%) test cases were able to pass
while there were 2 test cases (3.57%) that failed and 7 test cases
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Component Test Passed /
Failed / Skipped

Code Coverage

Initial context data
extraction

6/0/0 39%

Error stack trace
detection

4/0/0 25.96%

Semantic Analysis -
File Opening

5/0/0 37.93%

Semantic Analysis -
Symbol Collection

1/0/0 - Java
1/0/0 - Python

33.3% - Java
34.2% - Python

Table 2: Contextualization mechanism implementation unit
testing results

(15.9%) that were skipped due to missing standard library symbol
information and lack of implementation.

3.1.6 Programming Error Coverage. The researchers were not
able to fully implement all of the identified programming errors.
29 of the 36 Java programming errors (80.55%) and 5 of 6 Python
programming errors (83.33%) were successfully implemented. In
total, there are 34 of 42 programming errors (80.95%) that are cur-
rently implemented and supported by ErrgoEngine. Apart from the
reasons mentioned earlier, the incomplete implementation support
was also due to its inability to process error messages of the same
programming error in different versions of the same programming
language which was the case for Java. Another obstacle was in
bug fixing in which the lack of code formatting information would
make ErrgoEngine provide inaccurate fixes that involve adding
characters or braces for example.

3.2 RQ2: Contextualization Mechanism Design
3.2.1 Implementation Testing. The researchers employed unit

testing into the implementations of its contextualization mecha-
nism which includes initial context data extraction, error stack trace
extraction, and semantic analysis which is further divided into file
opening and symbol collection tests. The initial context data ex-
traction process demonstrated strengths in accurately extracting
relevant information from error messages using regular expres-
sions and passing all tests with a test coverage of 39%. However,
the test coverage could be improved to ensure more comprehen-
sive testing. The error stack trace extraction process also showed
strengths in accurately extracting data from raw stack trace text
and handling partially invalid inputs, but the test coverage of 25.96%
was lower than that of the initial context data extraction process.
The semantic analysis process revealed weaknesses in the system,
including issues with feature parity of symbols collected for each
supported language, limited support of the importing dependen-
cies implementation, and inconsistencies in the order of outputs
generated.

3.2.2 Error Position Adjustment using Context Data. Added at
the end of the error analysis process, it is achieved by introducing
an additional property into the error template. This addition is a
crucial part as stated in the repair theory as the added process
dictates where the error in the code occurred, utilizing information
gathered during the preceding steps of error analysis. It provided

Test Case Test Passed /
Failed / Skipped

Test Coverage

Explanation generator 13/0/0 95.5%Bug fix Generator 16/0/0
Output Generator 8/0/0 84.3%
Table 3: ErrgoEngine error translation testing results

Component Test Passed /
Failed / Skipped

Test Coverage

Program Executor 4/2/0 93.8%
Daemon Server 15/0/0 66.1%

Information Logger 17/0/0 85.3%
Language Server 13/0/0 53.6%

Table 4: BugBuddy server unit testing results

enhanced fault localization especially in errors that lack column
position data and improved code organization and clear separation
of concerns in terms of error template implementation.

3.3 RQ3: Real-world Use
3.3.1 Unit testing. The researchers conducted unit testing to

evaluate the performance and reliability of the ErrgoEngine library
and BugBuddy application. For ErrgoEngine, the researchers con-
centrated on testing the components involved in the error transla-
tion stage, as error analysis had already been addressed during the
error template and contextual mechanism tests. The error trans-
lation stage consists of three main components: the explanation
generator, bug fix generator, and output generator.

The explanation generator and bug fix generator has shown
strengths in handling their respective tasks, with high test coverage
rates of 95.5%. However, the output generator component showed
a potential weakness, with a lower test coverage of 84.3%. While
all 8 test cases were successfully passed, the lower test coverage
suggests that there may be some scenarios that were not tested.
Further testing may be needed to ensure the robustness of the
output generator component. Overall, the high test coverage rates
for the explanation generator and bug fix generator components
indicate their reliability in generating informative explanations and
bug fixes, but more work may be needed to improve the output
generator component.

As for BugBuddy, the testing process is divided into server appli-
cation tests and extension tests. For the server application tests, the
researchers evaluated the core components of BugBuddy, which
include the program executor, daemon server, information logger,
and language server.

Results in table 4 reveal both strengths and weaknesses in these
components. The program executor had a high code coverage of
93.8% but only a 66.67% pass rate due to issues with processing
multiple programming errors. The Daemon Server had a perfect
pass rate of 100% but a relatively low code coverage of 66.1%. The
Information Logger had a high pass rate of 100% and a code cov-
erage of 85.3%, but there were still areas of the code that were
not tested. The Language Server had a pass rate of 100% but a
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very low code coverage of 53.6%, indicating that more testing is
needed to ensure its robustness and accuracy. Overall, while the
testing results demonstrate the effectiveness and reliability of the
BugBuddy framework’s components, there are still areas that need
improvement, particularly in terms of code coverage and process-
ing multiple programming errors. The researchers plan to address
these weaknesses and continue refining the framework to improve
its overall performance.

The BugBuddy extension tests, on the other hand, were all suc-
cessful, including the connection from the server to the editors and
receiving of translated error outputs. However, it is worth noting
that the tests only validated the core functionalities of the exten-
sion, and further testing may be necessary to ensure its suitability
for a wider range of projects and programming languages. Overall,
the successful tests highlight the strengths of the extension as a
user-friendly and robust interface for BugBuddy.

3.3.2 Initial usability test. Another test was conducted to evalu-
ate the efficacy and user experience of the BugBuddy application.
The assessment consists of three (3) student participant testers
which were all given a set of sample programs that to use to test
in terms of setup, functionality, and overall usability. Results in-
dicated a generally positive reception among participants. The
setup process was straightforward, with participants successfully
installing and configuring both the BugBuddy application and its
accompanying extension within their preferred text editors. It also
demonstrated accurately in capturing and translating programming
error messages during code execution, thereby assisting users in
pinpointing errors and providing relevant explanations and sug-
gestions for resolution. Participants found the explanations and
suggestions to be concise, comprehensible, and beneficial for en-
hancing their understanding of programming concepts.

However, there are limitations of the assessment. The controlled
environment and the modest sample size may not encapsulate the
full spectrum of user interactions with BugBuddy in real-world
programming environments. While the initial usability assessment
offers valuable insights into BugBuddy’s user experience, a more
comprehensive performance evaluation is yet to be done right after
the usability tests.

4 CONCLUSION
The evaluation of ErrgoEngine provided valuable insights into its
usability and effectiveness. The researchers successfully developed
a set of test programs and error templates for 42 programming er-
rors, which were reduced from 49 after merging similar errors. The
contextualization mechanism was designed and implemented, en-
abling the translation engine to provide more accurate and relevant
error messages. The ErrgoEngine library and BugBuddy application
were integrated with existing development tools and environments,
enhancing their accessibility and ease of use for programmers. The
unit testing results showed that the error template and contextual
mechanism tests were successful, with high test coverage rates.
However, there were some weaknesses identified in the semantic
analysis process, which will need to be addressed in future work.
The error translation stage also demonstrated strengths in handling
its tasks, with high test coverage rates for the explanation generator

and bug fix generator components. However, the output genera-
tor component showed potential weaknesses, and further testing
may be needed to ensure its robustness. The initial evaluation re-
sults also shown it was able to capture errors and is easy to setup.
Overall, the evaluation results suggest that ErrgoEngine has the
potential to be a useful tool for improving the debugging process
for programmers.
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ABSTRACT
The immune system is a crucial and relevant component of the
human body, yet many people lack awareness on it. To address this,
we developed a serious game called Immune Survivors that aims
to spread awareness about the immune system while providing
an engaging gameplay loop. In this paper, we discuss the design,
implementation, and evaluation of Immune Survivors, and how we
aligned it to a set of target learning objectives about the immune
system. Immune Survivors is a “bullet heaven” game where you
play the role of immune cells aiming to protect the human body
from invading pathogens. Quasi-experimental results on late high
school to early college students reveal significant learning gains, as
measured through a pre-test and post-test, after an hour of playing
the game. Furthermore, the results suggest that more substantial
learning gains can be observed on concepts that were integrated
into the gameplay in a more critical and ubiquitous way. These
findings show the potential of serious games as a tool to supplement
gaps in education while highlighting the need for deeper studies
within this domain.
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1 INTRODUCTION
Serious games have demonstrated great potential in education and
in raising awareness. A serious game is a game that is designed
with a primary goal – usually education, apart from just mere enter-
tainment [6]. Serious games, both as an industry and as a research
field, has seen continuous growth in recent years, underscoring its
relevance and promise [15, 25]. They are commonly used in edu-
cation and training, and has seen applications in a wide variety of
domains. Some recent applications of serious games include skills
development for kids with autism spectrum disorder [8, 13], climate
change awareness [11, 19], bullying and cyberbullying prevention
[7, 12], and disaster training and response [10, 20].

The potential of serious games in learning and raising awareness
is attributed to the idea that students can learn more effectively
when they are engaged. Research has shown that positive affective
states such as engagement positively impacts learning, in contrast to
negative affective states like boredom [5]. Games have been shown
to enable emotion formation effectively, and thus are appropriate
mediums to induce positive engagement on players to facilitate
learning [18]. Apart from this, games have the potential to introduce
to its players concepts and ideas that they would otherwise be
uninterested to explore on their own. As such, serious games can
be used to entice people to explore and learn about topics that are
normally not given much attention in standard learning curricula
but are nonetheless important to life and society.

The immune system is an example of an important and relevant,
yet often overlooked topic. The immune system is an integral part
of the human body tasked with protecting us from diseases, viruses,
pathogens, and other entities that may bring harm. Despite the crit-
ical role that it plays in our lives, many people have a surface level
understanding of the immune system or may even have miscon-
ceptions on how it functions [4, 17]. In the Philippine curriculum,
various systems in the human body are introduced from 6th grade
to 12th grade, but it fails to provide coverage on the immune system
and immunology [22–24]. Although parts of the immune system
may be covered within other topics, a search in the Department
of Education learning portal does not reveal any material or mod-
ule that provides a substantial coverage of the immune system [1].
This is quite surprising considering the crucial role the immune
system plays in our bodies. The COVID-19 pandemic has further
underscored the importance of awareness about our health, the
immune system included. According to Google Trends, searches
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for the immune system peaked in the Philippines during March
15 to 21 in the year 2020 [2]. This highlights the increased public
interest in learning about the immune system.

Serious games can be a tool to help address the gaps in edu-
cation, by introducing these concepts to students in an engaging
environment. In this paper, we explore the design and development
of a serious game for introducing the fundamentals of the immune
system called Immune Tactics. The game combines the emerging
“bullet heaven” genre, which has gained immense popularity in
recent years [9], with fundamental immune system concepts to
educate players as they play. This paper discusses the design, de-
velopment, and evaluation of Immune Survivors, as well as the key
findings and learnings from its implementation.

The paper is structured as follows. Section 2 discusses related
serious games that cover the immune sytem. Section 3 discusses
the game design and implementation of Immune Survivors. Section
4 discusses the evaluation process to test the effectiveness of the
game. Section 5 discusses the results and findings. Finally, Section
6 provides conclusions directions for future work.

2 RELATEDWORKS
In this section, we introduce related serious games that also aim to
teach concepts about the immune system.

2.1 ImmuneQuest
ImmuneQuest is a serious game that aims to teach players immunol-
ogy [3]. In the game, players take the role of a scientist who must
build and control a virtual immune system to defend their human
host from increasingly cunning microbes. It is a turn-based strategy
game, akin to a board game, where you control units of the immune
system to protect the body from enemies. Each unit has abilities and
properties based on their real-world counterparts. Learning takes
place through a combination of participating in the gameplay, and
through tooltips and messages that occasionally pop-up to provide
more information about the concepts.

Figure 1: ImmuneQuest gameplay screenshot

The game plays out like a campaign. The story introduces differ-
ent aspects of the immune system, from macrophages, neutrophils,
blood vessels, and how they interact with one another. However, so
far only the first two parts have been published, covering the topic
of “innate immunity”. Due the nature of the gameplay, replayability
can be limited, as once the campaign has been completed there is
little reason to play it again.

Empirical evaluation has shown that ImmuneQuest led to posi-
tive learning effects in an undergraduate immunology course, as
measured through pre-tests and post-tests [21]. The evaluation also
revealed that the average enjoyability rating of the game was 6.6 /
10. Furthermore, many students found the game to be “frustrating”.
These can be attributed to the serious presentation and nature of
the gameplay. Nonetheless, ImmuneQuest remains to be a solid
evidence that serious games can indeed help educate people in
serious topics like the immune system, although it is mainly tar-
geted towards undergraduate biology majors, as it requires some
preliminary knowledge.

2.2 Immune Attack / Immune Defense
Immune Attack and Immune Defense are strategy games about
molecular immunity [16]. In both of these games, the player as-
sumes the role of the immune system. At its core, it is a shooter
strategy game, with the main control being the mouse. Both games
follow a handcrafted script that follows a story, designed to in-
troduce immunology concepts to the students. Empirical tests re-
vealed that those who played Immune Attack demonstrated better
performance on a test of cellular immunology, and had better self-
confidence than their classmates who played a control video game
[26]. However, the increase in confidence was only observed on the
non-gamer group, and a positive correlation was observed between
understanding of the game mechanisms and the improvement in
performance, which suggest that learning is more effective when
the students understand and enjoy the game.

2.3 Conflict: Immunity Game
Conflict: Immunity Game is a web game by BioMan, a web site
containing various virtual labs and games about biology. The game
is a simple game that introduces the functions of the different white
blood cells. Pop-up message show the functions of each white blood
cells, then the player is tasked to control these cells through simple
actions, such as moving a macrophage towards a pathrogen, or
using the space bar to shoot antibodies on a pathogen.

Figure 2: Conflict: Immunity gameplay screenshot

While the game is straightforward and easy to understand, there
is not much complexity in its gameplay. Furthermore, to the authors’
knowledge, there has not been any empirical evaluation on the
effectiveness of Conflict: Immunity Game in terms of its learning
effects or learning.
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Table 1: Summary of Published Serious Games that Teach Immune System Concepts

Game Genre Demographic Evaluation Key Findings
ImmuneQuest Turn-Based Strategy undergraduate univer-

sity students taking im-
munology

quasi-experiment
through pre-test and
post-test

positive learning effect, but
average enjoyability

Immune Attack /
Immune Defense

Shooter Strategy students (varied) experiment with a con-
trol group playing a
game unrelated to im-
mune system

positive learning effect,
increased confidence, but
only for gamers group

Conflict: Immunity
Game

Action students (varied) no evaluation

Cells of War Card Game anyone perceived quality
evaluation only using
MEEGA+

majority reported perceived
positive learning and en-
gagement

2.4 Cells of War
Finally, a serious game called Cells of War was proposed in 2018. It
is a card game that aims to teach players the complex functionalities
of the immune system, as well various daily habits affect a person’s
health [14]. It is quite challenging to find detailed information
about this game, as it appears to have not been published publicly.
However, its gameplay was described as a turn-based card game
where the player can a variety of cards related to the immune
system. The goal of the game is to prevent the player’s health from
dropping below zero while attempting to reach level 50.

Figure 3: Some cards in the game Cells of War [14]

A pilot evaluation of Cells of War was conducted using the
MEEGA+ model, which examines the perceived quality of a se-
rious game through two aspects: perceived learning and player
experience. Majority of the participant reported that they learn-
ing something new by playing the game, although they did not
consider that the topics were important to them. Majority of the
players also reported that the game was fun, but only a minority
reported that they were immersed in the game. These results show
potential for the game, but may need further verification to assess
its real learning potential, as perceived learning does not always
equate to actual learning.

2.5 Summary
There are not a lot of serious games developed about the immune
system, and even less have been empirically evaluated for their
effectiveness. Nonetheless, the games discussed in this section show

that there is potential for serious games to be used in this domain.
Furthermore, it appears that player experience plays an important
role in the impact of a game in terms of learning. Table 1 summarizes
the games discussed in this section. In this paper, we present a
serious game for learning immune system awareness called Immune
Survivors targeted towards high school and early undergraduate
students, taking into consideration the insights from the above
related games. We also present a detailed empirical evaluation on
its effectiveness.

3 THE DESIGN OF IMMUNE SURVIVORS
In this section, we discuss the design and implementation of Immune
Survivors – the serious game we developed for raising immune
system awareness.

3.1 Learning Objectives
The game is aimed at three learning objectives:

• LO1: To leave players with a better appreciation for the role
of the immune system and its significance in protecting the
human body.

• LO2: To learn about the common elements involved in the
process of the immune system in fighting off bacteria and
viruses.

• LO3: To raise awareness of the implicit and explicit factors
that could affect the immune system and its ability to protect
the body from foreign entities.

3.2 Game Mechanics
The game is set in a microscopic view of the human body, artisti-
cally interpreted as a miniature city. At the start of the game, the
player takes the role of a newly formed immune cell who is tasked
with defending the body from a horde of invading pathogens. The
gameplay follows a “bullet heaven” type of gameplay, a variant of
the roguelite genre popularized by titles such as Vampire Survivors
and Brotato. Figure 4 shows a screenshot of the game.

In the game, the player controls a set of immune cells that move
around the map while dodging pathogens. The immune cell au-
tomatically attacks when there are nearby enemies. Each type of
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Figure 4: Screenshot of Immune Survivors

immune cell has types of attacks that are aligned with its real-world
characteristics of how it fights pathogens. Though some creative
liberties were used in depicting the abilities of the immune cells,
the general characteristics and properties of each cell type were
preserved. Furthermore, the game explains the connection of the
in-game representations of the cells with their real-world counter-
parts through text prompts that show various sorts of real-world
information about the immune system.

Over time, other immune cells appear in the level, and can be
recruited to increase the number of cells controlled by the player.
The player still only controls the main cell, while the other recruited
cells hover around the main cell. Once the player collects enough
cells of the same type, the cell can be upgraded, and the player
is presented a set of choices for the upgrade. These choices are
randomly selected from a pool of possible upgrades for each cell.
Most upgrades are based on characteristics of the immune cells in
real life or factors that affect the immune system in some way.

When pathogens are defeated, they sometimes drop antigens
which the dendritic cell can collect. The number of antigens col-
lected is displayed in the game HUD as well. Once enough antigens
are collected, helper T-Cells and B-Cells can be activated on the
map. These cells are powerful units that provide huge utility in
eliminating the pathogens. The helper T-Cell creates a cytokine buff
zone around its radius, allowing the player to deal more damage
to the pathogens that enter the zone. The B-Cell fires antibodies
that shreds the defenses of pathogens that it hits. However, helper
T-Cells and B-Cells only work for pathogens with the same type
of antibody it was made from. The behavior of antigens, helper
T-Cells and B-Cells are based on how these cells function in real
life.

The goal of the game is to completely eradicate the ongoing
infection by defeating all the pathogens within the level time. On
the other hand, the player loses when the player’s health, which is
affected by the amount of infection in the body, reaches zero. The
player’s health is represented as a bar at the top of the HUD.

Each level is designed around a particular symptom. Symptoms
are environmental hazards that first occur after 30 seconds, after
which they will then occur every minute mark on the timer. Symp-
toms are different each level they are in. In the current version
of the game used for testing, there are three levels. The first level
has no symptoms. The second level focuses on fever, while the

third level focuses on cough. In the “fever” symptom, the body
temperature momentarily rises, causing the player as well as all
enemies to gain a damage over time debuff. The duration of the
fever varies from one occurrence to another. In the “cough” symp-
tom, a warning shows up in one of the cardinal directions. After
the warning, all enemies will get pushed in the opposite direction
of the warning. These symptoms are also accompanied with the
relevant information regarding their real-life manifestations and
how they affect the immune system response.

Figure 5: Text and Visual Prompts Used to Reinforce Immune
System Concepts to the Player

3.3 Alignment to Learning Objectives
Immune Survivors is designed to facilitate learning through its core
gameplay elements, as well as through supplementary prompts that
introduce the player to the real-world concepts.

The game mechanics of Immune Survivors were designed in such
a way that they aligned learning objectives described above. The
game was developed using an iterative process of prototyping and
playtesting, and the design process was done in consultation with
a health expert who provided invaluable feedback and guidance.
The following subsections describe how the game addresses each
learning objective.

3.3.1 Appreciation of the Role of the Immune System (LO1). This
is reinforced in the game by having the player control the elements
of the immune system themself, giving them a feel of the role of
the immune system, the threats that it faces, and how it protects
the human body.
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3.3.2 Knowing the Elements of the Immune System Response
(LO2). This is taught to the player through the different units in the
game, which were intentionally designed to have characteristics
close to their real-world counterparts. For example, macrophages
are specialized white blood cells that play an important role in main-
taining homeostasis and protecting the body from diseases, which
can engulf and destroy a wide range of pathogens like bacteria. In
the game, this cell was designed as a tanky unit that specialized in
engulfing swarms of bacteria.

3.3.3 Awareness on Factors that Affect the Human Body (LO3).
Different levels in the game as designed around different “symp-
toms”, which involve specific factors that affect the human body.
The current version of the game, which was used for testing, con-
tained three levels. The first level had no additional factors. The
second level is a level where the human host is experiencing a fever,
and the third level is a level where the human host is experiencing
a cough.

In addition to these, learning is also facilitated through infor-
mative text and visual prompts that explain the relationship of the
in-game components with their real-life counterparts. These are
intended to help reinforce to the player the connection between
the game mechanics to how the immune system actually functions.
Figure 5 some examples of these text and visual prompts.

4 EVALUATION
This section discusses the evaluation process we used to measure
the effectivenes of the serious game. The evaluation process can be
divided into three phases: the pre-test, play session, and post-test.

To do this, we conducted a playtesting session on students. We
asked the participants to answer a pre-test and post-test question-
naire to measure the effects of playing the game. This section dis-
cusses the evaluation process, the results, and a discussion on its
implications.

4.1 Participants
Following the target demographic of Immune Survivors, we re-
cruited senior high school students as well as first year college
students from De La Salle University Integrated School and De La
Salle University Science and Technology Complex for the evalua-
tion process. A total of 21 students participated in the evaluation
process. Among them, 13 (61.9%) are first year college students and
8 (38.1%) are senior high school students.

The subjects voluntarily expressed their interest to participate in
the evaluation process, through an open recruitment call. The rele-
vant informed consent forms were administered to the participants,
and the evaluation procedures, including how their data will be
stored and processed, were properly explained to the participants
prior to their commitment.

4.2 Evaluation Methodology
The evaluation methodology followed a quasi-experimental setup,
and was comprised of three phases: the pre-test, play session, and
post-test.

4.2.1 Pre-test. The pre-test consists of a set of questions admin-
istered to each subject prior to playing the game. It consisted of two

Table 2: Selected Questions from the Pre-Test and Post-Test
Under Each Learning Objective

Learning Objective Sample Questions
LO1. To leave players
with a better apprecia-
tion for the role of the
immune system and its
significance in protecting
the human body. (2 ques-
tions)

What do you believe is the main
function of the human immune sys-
tem?
Which of the following is not a key
function of the immune system?

LO2. To learn about
the common elements
involved in the process
of the immune system in
fighting off bacteria and
viruses. (9 questions)

Which of the following are part/s of
the immune system?
What is the primary role of the neu-
trophil in the immune system?
Which of the immune cells is the
first to respond during bacterial in-
fection?

LO3. To raise awareness
of the implicit and explicit
factors that could affect
the immune system and
its ability to protect the
body from foreign enti-
ties. (7 questions)

What is the primary purpose of a
fever in the body?
When should you consider seeking
medical attention for a fever?
Which of the following is the best
way to help our immune cells fight
infection?

parts. The first part contained background questions to get a better
background on the student demographics and their exposure to
immune system concepts. The second part contained 18 questions
about immune system concepts, which all aligned with one of the
three learning outcomes in this study. The 18 questions are worth
25 points, as some of the questions involve multiple answers. All
these questions are multiple choice questions, so as the facilitate
more objective scoring.

The questions were designed to align with the learning objec-
tives defined in section 3.1 to ensure that they were measuring
the intended objectives the game was designed for. Table 2 shows
selected questions under each learning objective.

Each subject was given 20 minutes to answer the questions. The
subjects were not allowed to look at any other materials while
answering the pre-test. The scores of each subject, as well as the
average and median scores were used to characterize the general
level of understanding of the subjects about the immune system
prior to playing the game. After the pre-test, the subjects were
not informed about the results, nor which items they answered
correctly or incorrectly. This information was only revealed to the
subjects at the end of the whole evaluation process, to minimize
bias in the post-test.

4.2.2 Play Session. After the pre-test, each subject was asked
to play the game. The play session was mostly unrestricted; the
subjects can explore the game to their hearts’ content, as long as
they stay in the game and play through (not necessarily beat) at
least three levels by the end of the play session. The play session
lasted for 60 minutes. During the play session, the subjects were
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not given any additional guidance or prompts from the researchers,
allowing the game itself to deliver the intended experience to the
players.

4.2.3 Post-test. After the play session, the subjects were asked
to answer the post-test. The post-test also consisted of two parts.
The first contained a list of questions asking for feedback on the play
session. This was to gain a better understanding of the students’s
self-reported experiences while playing the game. The second part
contained the same 18 questions testing the subjects’ knowledge
and understanding of the immune system. Note that the students
were not given the correct answers, nor which items they got right
or wrong during the pre-test, so they still had no prior knowledge
of the correct answers for the test. The 18 questions are still worth
25 points, as some of the questions contained multiple answers.

Each subject was also given 20 minutes to answer the questions.
Similar to the pre-test, the subjects were not allowed to look at any
other materials while the post-test was ongoing. The difference in
pre-test and post-test scores were used as an empirical measure of
learning gains.

5 RESULTS AND FINDINGS
This section discusses the results and findings of the evaluation
process, along with an analysis and discussion of its implications.

5.1 Empirical Learning Gains
Figure 6 shows the scores of the test subjects for the pre-test and the
post-test questions about the immune system concepts. The average
score for the pre-test was 15.2857, while the average score of the
post-test was 19.7143. The difference between the post-test and the
pre-test average was +4826, with a paired 𝑡-test statistic of 7.801
and a 𝑝-value of 1.6959 × 10−7, showing a statistically significant
positive effect on the students’ understanding of immune system
concepts under a significance level of 𝛼 = 0.01.

The standard deviation of the pre-test scores was 2.8835 while
the standard deviation of the post-test scores was 1.696, revealing
a drop in variance. This highlights the fact that during the pre-test,
the subjects’ knowledge of the immune system was more variant,
as some students already knew a lot about the immune system,
but the others knew very little. By the end of the play session, the
variance was reduced as most of the subjects who had low scores
in the pre-test improved. In fact, subjects who got scores in the
pre-test that are lower than the median score of 15 demonstrated
the highest learning gains. Subjects below the 50th-percentile of
the pre-test had an average improvement of 7.125 in the post-test.
These results show promise that Immune Survivors was able to
impact learning on its players.

5.2 Learning Objective Analysis
To check if the game was able to address its learning objectives, we
looked at each group of questions under each learning objective and
measured the learning gains for each. Table 3 shows the summary
of this analysis. Across the three learning objectives, the evaluation
showed a positive learning gain.

The learning objective that saw the most increase was LO2
(+3.0476), which pertained to the knowledge of the components of
the immune system and how they function. This was followed by

Figure 6: Improvement of scores from pre-test to post-test
for each subject (left) and the distribution of scores in the
pre-test and post-test (right)

LO3 (+1.2857), which pertained to the awareness of various factors
that affect the immune system and their implications to it. Both
these learning objectives saw a statistically significant positive dif-
ference between the post-test and pre-test scores using a paired
𝑡-test under a significance value of 𝛼 = 0.01, indicating empirical
evidence of subjects’ learning throughout the play session. LO1 also
saw a positive learning effect (+0.0952), although it was not statisti-
cally significant (𝑝 = 0.5471). Two factors could have played a role
to this. First, there were only two questions under this category,
worth only two points. Second, more than half of the participants
already scored perfectly in these two questions during the pre-test.
These two factors leave not much room for improvement.

Overall, these results indicate Immune Survivors is able to show
positive learning effects across the defined learning objectives after
the hour-long playthrough session.

5.3 Item-Based Analysis
To further expand the insights from this study, we also performed
item analysis on the questions with respect to the pre-test and
post-test results.

Table 4 shows a list of questions with the lowest and highest
number of correct answers during the pre-test. It can be seen that
during the pre-test, while most subjects are generally knowledge-
able about factors surrounding cough, most subjects were not aware
of the components of the immune system and their roles. In addi-
tion to this, there were also a lot of incorrect answers on when one
should consider seeking medical attention for a fever. These give
us a general idea of which aspect students struggle with.

Comparing this with the corresponding post-test results, im-
provements were observed in terms of the number of wrong an-
swers for every question. However, these improvements are not
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Table 3: Observed Learning Gains for Each Learning Objective

Learning Objective Points Possible Pre-test Mean Post-test Mean Difference 𝑝-value
LO1. To leave players with a better appreciation for the role of the
immune system and its significance in protecting the human body.
(2 questions)

2 1.4762 1.5714 +0.0952 0.5471

LO2. To learn about the common elements involved in the pro-
cess of the immune system in fighting off bacteria and viruses. (9
questions)

12 6.000 9.0476 +3.0476 1.4945 × 10−7

LO3. To raise awareness of the implicit and explicit factors that
could affect the immune system and its ability to protect the body
from foreign entities. (7 questions)

11 7.8095 9.0952 1.2857 0.0002

Table 4: Questions with the Highest and Lowest Number
of Wrong Answers in the Pre-Test, and the Corresponding
Number of Wrong Answers in the Post-Test

ID Question
Pre-test
Wrong

Answers

Post-Test
Wrong

Answers
Highest Number of Wrong Answers in Pre-Test
Q2 Which of the following are part/s of the

immune system?
16 4

Q9 Which of the following is the primary
resource that is collected when a bacteria
is killed?

15 6

Q14 When should you consider seeking med-
ical attention for a fever?

13 7

Q4 What is the primary role of the
macrophage in the immune system?

12 5

Q7 What is the primary role of the B cell in
the immune system?

12 9

Q3 What is the primary role of the neu-
trophil in the immune system?

11 6

Q5 What is the primary role of the dendritic
cell in the immune system?

11 9

Lowest Number of Wrong Answers in Pre-Test
Q15 What is the primary purpose of coughing

in the body?
1 0

Q17 Which of the following is the best way
to help our immune cells fight infection?

2 0

Q1 What do you believe is the main function
of the human immune system?

4 0

Q16 Which of the following is a sign that a
cough is becoming more serious?

6 4

equal. Q2 (Which of the following are part/s of the immune system?)
showed the highest improvement, with a difference of 12. Likewise,
Q14 (When should you consider seeking medical attention for a
fever?), Q9 (Which of the following is the primary resource that
is collected when a bacteria is killed?), Q4 (What is the primary
role of the macrophage in the immune system?), and Q3 (What is
the primary role of the neutrophil in the immune system?) showed
decent improvement as well, with differences in the range of 6 to
9. In contrast, Q5 (What is the primary role of the dendritic cell in
the immune system?), Q7 (What is the primary role of the B cell in
the immune system?), and Q16 (Which of the following is a sign
that a cough is becoming more serious?) did not show substantial
improvements, with differences only in the range of 2 to 3. This

suggests that the game was better at teaching some concepts than
others.

An interesting pattern to note is that despite all information
needed to answer the questions being clearly presented in the game
through information prompts, questions where larger improve-
ments were observed tend to correspond to elements that appear
more prominently in the gameplay. For example, the parts of the
immune system manifest in the game as the characters that the
players directly control over each level, which means that for every
level, the player is constantly being reminded of the components
of the immune system. The antigen is presented as the integral re-
source being collected by the player as the pathogens are defeated,
and is also prominently displayed in the HUD. The neutrophil and
the macrophage are the two first characters that appear on the
character select screen, and might have contributed to the players
spending more time familiarizing with those characters’ abilities.
On the other hand, the B-Cell is not a playable character; it instead
quietly shows up when the player has collected enough antigen,
without a strong or memorable prompt. The fact that it appears
more subtly and sporadically in the gameplay could explain the
lesser impact on learning its role in the immune system. Overall,
these findings suggest that careful planning and integration of game
mechanics can affect the impact of learning across different target
outcomes.

5.4 Player Learning Perception, Experience, and
Other Feedback

In addition to the empirical analysis conducted in the previous
sections, as part of the post-test procedure, we also asked the par-
ticipants to rate the game according to their perception on the
following questions:

(1) Did playing the game help you understand and better ap-
preciate the human immune system? (1 - not at all, 5 - very
much)

(2) How would you rate your overall experience in the game?
(1 - very bad, 5 - very good)

For the first question, the average response across the subjects
was 4.4762. 12 participants(57.1429%) responded with 5, 7 partic-
ipants (33.3333%) responded with a 4, while the rest (9.524%) re-
sponded with a 3. These results indicate that the subjects perceived
the game to be very helpful in learning about the immune system
and increasing appreciation for it.
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For the second question, the average response across the sub-
jects was 4.3333. 11 participants (52.361%) responded with 5, 8
participants (38.0952%) responded with 4, while the rest (9.524%)
responded with 2. Similar to the other questions, these indicate
that the subject perceived their experience with playing the game
to be very positive. This is important, since as with any serious
game, players must first be engaged with the gameplay before the
learning objectives can be delivered.

6 CONCLUSION AND FUTUREWORK
In this paper, we presented the design and evaluation of a serious
game for raising immune system awareness. The game Immune Sur-
vivors, is a bullet heaven game aimed at facilitating three learning
objectives about the immune system. Quasi-experimental results
show the students who played the game demonstrated significant
learning gains on immune system concepts based on their pre-test
and post-test results. Furthermore, the results show that learning
gains were observed across the three learning objectives, and that
the largest improvements were observed on those who had a poor
initial understanding of immune system concepts.

These findings highlight the potential of serious games as a tool
for education. Nonetheless, there is still much work to be done
to fully understand and harness this potential. While this study
presents an empirical evaluation of the game, there are limitations
in its design that can still be addressed in further studies. First,
although learning gains were observed, it is not clear which specific
elements contributed to the learning. Multiple design choices were
made to facilitate learning in the game: the multiple gameplay
mechanics, the learning prompts, the reinforcement of the concepts
through repeated gameplay, among others. Further studies can
investigate the contribution of each component to the learning gains
observed. Another future direction is to investigate the effectiveness
of a serious game intervention such as this one when compared to a
more traditional way of learning, such as by reading a textbook or by
listening to a lecture or video. This will help us better contextualize
the role of serious games in the education ecosystem and help
identify in which context serious games would best be used.
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ABSTRACT
Drones are typically controlled using a joystick-based controller.
Due to its weight and ergonomics, this type of controller requires
practice, dexterity, and attention to successfully pilot a drone. Wear-
able technology has surfaced as an unobtrusive mechanism to pro-
vide sensors and tracking devices for varying domains. In this
paper, we describe the design and characterization of a camera-free,
Arduino-based wearable gesture device that fits onto a person’s
hand and wrist. The device is designed to track hand movements
and finger curl, which are then translated to drone flight commands.
Experiments to validate the performance of a prototype drone con-
troller were executed using an obstacle course to test several drone
movements. Results show that for a total novice, the prototype
controller achieved comparable navigability, and reduced collision
frequency, slightly longer test course completion times but less
drone crashes.

KEYWORDS
Quadcopter drones, drone controllers, wearable gesture devices,
Arduino

1 INTRODUCTION
A drone or unmanned aerial vehicle (UAV) is an aircraft that can
be remotely controlled. It can be classified according to its charac-
teristics such as the number of rotors, level of autonomy, size and
weight, and energy source [18]. Multirotor systems usually consist
of four or more rotary wings or rotors to create lift and to keep them
flying. Originally only utilized for military purposes, surveillance,
and environmental monitoring [17], drones have found increas-
ing usage in mainstream commercial and personal applications
for asset inspection, traffic monitoring, aerial mapping, delivery
services, photography [15]. Drones help in disaster management,
through weather forecasting of storms, geographic mapping of
inaccessible locations, and thermal sensor drones for search and
rescue operations [11]. Use of drones for spatial social sciences [6]
and in healthcare settings has also seen steady increase in recent
years [14].

Drones are operated through remote ground control systems.
The most common type are handheld joystick controllers that com-
municate through radio signals. The joysticks are used to execute
motions on the horizontal plane such as forward, backward, left,

and right, and positive or negative rotations around the vertical
axis and changes in the altitude of the aircraft [1]. Despite its heavy
weight, joysticks are robust and allow users to maneuver the move-
ment of the drone, thus becoming the preferred controller despite
alternatives offered by smartphones. Operating joystick-based con-
trollers, however, are complicated and unnatural for humans [9].
They require refined motor skills, practice, and dexterity to ma-
neuver the miniature aircraft around successfully [1]. Those with
hand malformations or people with hindrances in learning new
things would find it challenging to use a joystick-based controller,
especially for first-time users of quadcopter drones.

The utilization of more intuitive inputs such as those afforded by
wearable devices as remote drone controllers may lead to ease in
piloting these aircraft. Wearable technologies are pieces of clothing
or accessories with embedded electronics that can be worn with
ease since they can be used hands-free [7, 19]. They carry fully
functioning portable computers and can execute a task by detecting
gestures. Chanda [3] claims that "the output and the functioning
of machines will be more intuitive if they are communicated using
human gestures". Thus, transforming controllers into a more natu-
ral way of operation using wearable gesture control devices may
improve their usability.

2 MOTIVATION
In this paper, we describe our work in designing an Arduino-
based prototype wearable gesture device for controlling quadcopter
drones - the intent is to develop a controller that allows a novice
to fly the aircraft indoors as well as outdoors while reducing the
inherent incidences of mishaps. Gestures detected by the wearable
device are translated into a set of commands for the drone. We then
evaluate the viability of the alternative controller through several
quantitative and qualitative measures, including navigability, col-
lision frequency, number of crashes, and course completion time
with results comparable to the traditional joystick-based controller.

3 RELATEDWORK
Previous research investigated various strategies in controlling
drones, from handheld joystick controllers to touchscreen input
and body suits that mimic the motions of the human body, to motion
sensing cameras for tracking hand gestures. Motion-based gesture
controllers have been found useful in controlling devices and robots
wirelessly through sensors.
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An open-source library for vision-based flight control was devel-
oped [13] recognizing eight poses with good accuracy. Although
intended as a means to control a drone with a camera facing the
user, the system was developed with a camera on a computer. As
is typical with vision-based approaches, the recognition accuracy
depends highly on environment, i.e the amount of background clut-
ter and lighting conditions, and the target (hand) being in the FOV
at a (system-trained) distance of approximately 1 meter. It is not
hard to imagine outdoor situations where such an approach may
not work well, such getting glare from the sun, the hand in shadow,
or low-light in the early morning or sunset.

A commercially available drone, Spark developed by DJI [1],
flies off the user’s hand and is controlled through hand gestures.
The Leap Motion device from Gubsci and Zsedrovits [5] functions
as a motion sensing camera with the palm position being used
for determining if the drone should keep its position idle or to
specify velocity commands. Similarly, [16] uses the Leap motion
controller to pilot an AR Parrot drone, however paper does not
elucidate on the gesture to control mapping, except for takeoff
and landing sequences. Weaknesses of the LEAP controller include
that it is limited to hand and finger gesture, a small working zone
and must remain within approximately 1 meter distance of the
user’s hands. Moreover, because it uses infrared technology, it is
susceptible performance degradation in sunlight, and thus cannot
be used outdoors.

[20] describes a web-based wireless interactive control system
based on hand gestures , which follows the same control commands
as the Leap controller but with different hand gestures and does
away with the need for any device to control the drone. However,
the lack of precision of the solution restricts it to straightforward
and specific activities, mainly recreational, where the user must be
the focus of the quadcopter’s attention. A gesture controller that
uses a wearable glove technology instead of an external sensor is
reported in [2]. The glove tracks regions of interest based on the
trajectory projections of hands.

Motion-based gesture controllers are based on accelerometer
technology to control the device wirelessly [3]. These controllers
measure the acceleration of a body in space, may it be in the form
of movement or vibration. They can also be designed to read body
language or any action that a human performs to control several
types of technologies. Mapping the motion of human body parts
such as fingers, limbs, and torso, for operation and maneuver makes
these devices more intuitive to use, requiring less skill and practice
to maneuver the miniature devices, such as drones [4]. Still, refined
motor skills, practice, and dexterity are needed to feel the ease of
using such controllers [1].

Smartphones and tablets integrate well-developed, finger-based
"gestures" in the form of various single and multi-finger actions,
such as tap, double-tap and drag. Moreover, their touchscreens can
also provide a sense of finger pressure information. Drone con-
trollers have been developed around such devices, i.e. [8], which
"abstracts the drone and camera into a single flying camera ob-
ject". Meant for aerial photography, motion and attitude control of
the drone/camera are fused into smartphone/tablet’s attitude and
touchscreen interface. This system’s target application is fairly chal-
lenging and goes well beyond casual flying. Simpler finger-touch
based controllers are installable applications as entry-level flight

controls for several commercially-available drones, such as the Par-
rot Bebop. The DJI Fly app controls several of DJI’s drones, such
as the Mini, Air and Mavic1. The limitations of touchscreen-based
controllers include the lack of tactile feedback and the arbitrary
mapping of motions such as tap and double-tap and multi-finger /
hand requirements, i.e. use of smartphones and tablets, as commer-
cially implemented, is paired with entry-level drones.

Single-hand controllers have also been developed for drone pilot-
ing. Normally associated with controlling wheeled RC vehicles, the
additional degrees of freedom for drone attitude and movement are
input via an embedded accelerometer or intertial measurement unit
(IMU) in the controller and joystick, such as the DJI RC Motion 22. A
fair number of flight functions are mapped into this controller, with
concurrent inputs required for piloting. The joystick is mapped
to up/down and left/right motion; the trigger (accelerator) moves
the craft forward and backward proportionately. Pitch and yaw is
controlled by the attitude of the motion controller. Some motions
may not necessarily be intuitive, such as tilting its body 90◦ to
make the drone land. The price of the controller is reflective of its
intended application and users.

Wearable gesture devices are often integrated with everyday
clothing and accessories to serve varying purposes [19]. Fitness
watches, for instance, are designed to track vital body signs such
as heart rate and temperature. Gloves and exoskeletons can track
body movements and have been applied to control machines and
robots. These devices can be programmed to detect gestures that
enables controlling other devices [2, 10, 12]

In summary, many approaches to a "better" flight controller have
been developed and commercialized. Some designs are meant for
indoor use only, with mobility limitations. Image processing and
extraction of gestures is compute-intensive, although hardware-
specific advancements have almost made this a non-issue. However,
challenges remain when environmental conditions make image
registration difficult. Commercially-available controllers have ad-
vanced features that the novice may not need, and can result in a
steeper learning curve, with a price-point that also reflects these
advanced features. In our opinion there is room for a controller
catered specifically to the novice to allow the pilot to simply enjoy
the experience, indoor or outdoor, while reducing the possibility of
severe mishaps that could result in expensive repairs or loss of the
craft.

4 PROTOTYPE DEVELOPMENT
The design of the wearable controller device to be worn as a glove
is depicted in Fig. 1. It incorporates pockets to hold the sensors in
place while preventing the sensors from being subjected to outside
factors that could cause damage due to extreme exposure. The
resulting prototype has three components: (i) the Raspberry Pi
(RPI) shown in Fig. 2, (ii) the sensors shown in Fig. 3, and (iii) the
Arduino shown Fig. 4.

The component holding the RPI in Fig. 2 is attached to the por-
tion of the arm above the elbow. Using the same materials as the
wristband, this part of the device is attached to a smaller band for
breathability. A battery pack is added to supply power, which is

1https://www.dji.com/downloads/djiapp/dji-fly
2https://www.dji.com/rc-motion-2
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Figure 1: Preliminary design of the wearable device.

placed on the other shoulder alongside the RPI. The actual glove
shown in Fig. 3 is cut open on the thumb, ring, and pinky fingers
to allow for better ventilation. The glove houses several sensors:
the index and middle fingers contain the flex sensors, while the
IMU is located on the dorsal side of the hand. Shown in Fig. 4 is
the wristband made from leather. It holds the Arduino and utilizes
different clasps for its fastening to universally fit the hands of a
larger population base. The wristband provides paddings between
the Arduino’s shape and the wrists’ natural shape for comfort.

The wearable prototype was then programmed to connect and
interact with the drone to allow the latter to be controlled with the
poses indicated in Table 1. The Arduino digitizes the flex sensor
voltage outputs and communicates with the IMU, then through this
data it determines the pose. The pose is communicated to the RPI
through the connection between the digital pins on the Arduino

Figure 2: Raspberry PI.

Figure 3: The sensors.

Figure 4: Arduino.

and general-purpose input/output pins on the RPI. When a pose is
done, it activates a combination of pins that the RPI recognizes to
send the corresponding command to the drone.

5 METHOD
We conducted two types of validation: controller experiment and
end-user experiment. Controller experiment involves testing the

Table 1: Hand poses programmed for the wearable drone
controller.

Pose Drone Movement

Hand tilted forward Pitch forward
Hand tilted backward Pitch backward
Hand tilted right Roll right
Hand titled left Roll left
Straight hand pointed to the right Rotate right
Straight hand pointed to the left Rotate left
Fist Decrease altitude
Index finger pointed forward Increase altitude
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drone connection with the wearable controller device to determine
its recognition accuracy and response time. For each pose, a min-
imum of five trials were performed to check the pose recognized
based on the values from the sensors. End-user experiment involves
the collection of quantitative measurements and qualitative feed-
back. Quantitative measurements include the average response time
and the accuracy of the controller in recognizing different hand
gestures. Flights on an obstacle course are used to determine the
usability of the controller, based on the number of times the drone
crashed and the time it took for the drone to be maneuvered from
one sector of the obstacle course to another. On the other hand,
qualitative feedback are used to determine users’ perception of the
controller in terms of its intuitiveness and ease of use.

The Obstacle Course Assessment 5 was developed to help the par-
ticipants familiarize themselves with the programmed gestures and
to track their progress with the specific controls. It has two parts:
practice session and main obstacle course. The practice session fa-
miliarizes the participant with the eight (8) flight control functions
and the response time of the drone to the controller commands.
The control functions make the drone to move upward, downward,
to the left, right, forward and backward, as well as rotate left and
right. Once participants exhibit adequate mastery of these basic
flight functions, they are allowed to proceed to the obstacle course.

The obstacle course has an oval-shaped layout with five sectors,
each requiring certain combination of drone flight, shown symbol-
ically in , along with the required flight path of the drone. Sector
A is a "hall" is made of corrugated carton, forming a passage with
a width of 40cm. Targeting the pitch and roll control, this sector
assesses the ability to control the drone to move horizontally and
vertically. Sector B has two vertical pipe structures, and is navigated
by moving forward and tilting at the same time. This evaluates the
ability to control the drone to move forward and rotate clockwise
and counterclockwise at the same time. Sector C focuses on the
combination of simultaneously moving forward while moving left
and right, while Sector D determines the drone operator’s ability of
going through a narrow passage with "backward" (relative to the
drone operator) flight pattern. Sector E is composed of three rings
that measure 40cm and are placed at differing locations and heights,
requiring concentration and skill since the operator must have the
ability to move upward and downward while simultaneously mov-
ing left and right to "thread" the drone through rings. The time of
flight per sector, the average time, and the whole obstacle courses’
total time are recorded alongside the number of crashes per sector.

We invited five (5) participants to perform experiments with the
traditional and our prototype wearable controller: three (3) used
the traditional controller and two (2) used the prototype wearable
controller. The participants had minimal to no experience with
flying drones. After the experiments, we administered surveys to
collect their individual evaluation of the controllers’ intuitiveness
and usability attributes using a 5-point Likert scale. We also con-
ducted debriefing sessions with the two (2) participants who used
the wearable controller. The questions focused on collecting their
perception of comfort and overall experience in performing the
drone control actions.

6 RESULTS
We present the results from our experiments with the prototype
controller, end-user experiments, and users’ evaluation of the pro-
totype controller.

6.1 Prototype Controller Tests
We performed three types of tests on the controller: recognition
accuracy, program response time, and controller delay.

Table 2 shows a sample of the experiments that were conducted
to evaluate the accuracy of recognizing the poses, in this case.
For each pose, a minimum of five trials was performed and we
recorded the detected pose and the values from the sensors. All
poses recorded a recognition accuracy of 100%.

The response time of the components of the wearable controller
was also measured for each of the pose. Table 3 shows the sample
results collected from measuring the response time in milliseconds
for the forward drone command. The average time for the pose to
be recognized by the Arduino is 3.2 ms, while the overall average
response time is 4.0824 ms. However, the response time varies
depending on the pose for the RPI to read the data from the Arduino
and return from the command task, due to the positioning or order
in the code. In this instance, the forward pose is among the bottom
at the order in the code thus the time to read is greater than the
time to return. On average the read time is 0.8370 ms and the return
time is 0.0118 ms.

The delay for each controller was tested as well. The input com-
mand was recorded alongside the drone response. The video was
then slowed down to check the delay between the input to the
response. This was done five times for each controller, the results
can be seen in Table 4. The difference between the traditional, 27.60
ms, to the wearable, 28.60 ms, is just 1.00 ms which is insignificant.

6.2 Practice Session
A total of eight (8) drone actions were performed by the participants
using the traditional (TRAD) and the wearable (WEAR) controllers.
Fig. 6 shows the average times in performing each of the actions.
TRAD participants completed the actions faster by an average of
8.45s. The largest time difference is 11.92s for the roll left action,
while the rotate left has the smallest average time difference of
5.68s.

In Fig. 7, it can be seen that TRAD participants were more effec-
tive in performing drone actions on the practice session, requiring
fewer attempts from the participants using WEAR. An average
of 1.375 attempts on each drone action was performed by TRAD
participants and none exceeded 2. The WEAR participants, on the
other hand, had an average of 2.5 tries.

6.3 Obstacle Course
The results in the obstacle course experiment showed improvements
in the performance of WEAR. As seen in Fig. 8, WEAR participants
completed the first three sectors in a much shorter time than those
using TRAD. For sector 4 however, TRAD was ahead by as much as
20s, while the time difference for sector 5 was 4s, in favor of TRAD.
Overall, TRAD was 12s faster than WEAR with an average course
completion time of 76s.
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Figure 5: Design of the obstacle course.

Table 2: Sample results of gesture recognition accuracy test for the general purpose input/output connection.

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5

Actual pose Forward/Positive Pitch (Hand Tilted Forward)

Pose recognized Forward Forward Forward Forward Forward
Value of AngleY from IMU -31 -44 -25 -50 -22
Threshold AngleY <-20
Deviation from the threshold -11 -22 -5 -30 -2

Table 3: Sample results in measuring the program response test (in milliseconds) for the different poses.

Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Average

Pose to Arduino recognition 3.0000 3.0000 3.0000 4.0000 3.0000 3.2000

Drone command Forward/Positive Pitch

Arduino to RPI drone command 0.8569 0.8263 0.8187 0.8650 0.8154 0.8370

RPI return from command 0.0119 0.0112 0.0126 0.0122 0.0110 0.0118

Total response time 3.866 3.8375 3.8313 4.8772 3.8264 4.0824

Table 4: Results from the controller delay test.

Call to Drone response Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Average

WEAR 29.00 30.00 27.00 30.00 27.00 28.60
TRAD 30.00 28.00 26.00 26.00 28.00 27.60
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Figure 6: Average time (in seconds) spent on each drone ac-
tion.

Figure 7: Average number of tries spent on each drone action.

Figure 8: Time (in seconds) spent to complete each sector of
the obstacle course.

We also counted the number of crashes and near hits. A crash
occurs when the drone comes to a complete stop after a collision,
while a near hit is counted when the drone collides with an object
but continues onward. After a crash, the drone will be positioned at

Figure 9: Number of crashes per sector.

Figure 10: Number of near hits per sector.

the starting point of the current sector. In Fig. 9, it can be observed
that a total of two crashes occurred using TRAD while only one
crash using WEAR. In Fig. 10, WEAR had a total of four near hits
in sectors 1 (2 near hits), 4 and 5 (1 each) as opposed to the eight
near hits using TRAD.

6.4 User Evaluation
Fig. 11 shows the participants’ evaluation of the intuitiveness of
the two controllers by rating the following items:

(1) It was easy to learn how to use the controller.
(2) The controller actions are simple to perform.
(3) Performing the actions using the controller is natural for me.
(4) I had no trouble executing the actions and gestures to com-

mand the drone.
(5) I did not notice a delay in the drone’s response to my com-

mand.
The wearable controller received a higher rating compared to

the traditional controller for all items except item 4: because the
prototype controller uses a third-party WiFi radio module to com-
municate with the drone, WEAR participants reported encountering
connection problems during the experiment. Item 3 received the
most significant difference of 1.7 in the rating, underscoring the
perceived intuitiveness of the wearable controller.
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Figure 11: User perception on the intuitiveness of the con-
trollers.

Figure 12: User perception on the usability of the controllers.

Fig. 12 shows the participants’ evaluation of the controller’s
usability based on the execution of specific actions. WEAR outper-
formed TRAD in eight out of nine usability items, with participants
successfully executing the actions that instruct the drone to main-
tain its position (1), go up (2), down (3), forward (4), backward (5),
towards the left (6), and towards the right (7). Items 8 and 9 evaluate
the ease in using the controller to command the drone to perform
rotations, achieving the lowest in commanding the drone to rotate
to the right (9).

7 DISCUSSION
Practice sessions took longer to master with the WEAR controller as
these are calculated based on the accumulated time of the attempts
to complete the required action, i.e. for the "Up" action, TRAD
averaged one attempt in 5.39s while WEAR required 2 attempts to
do the same. These time differences are significant primarily due to
the small number of attempts that were needed to accomplish the
action and do not necessarily reflect that the WEAR controller is
harder to master. It might also be helpful to clarify that the TRAD
controller is an app that runs on a smartphone and displays virtual
buttons on the phone’s touch screen that executes the eight poses
required for the practice session. It might not be unreasonable to
expect that TRAD users will require only one attempt for each
action.

Being able to make a drone go to a particular pose (position and
orientation) in a specific flight pattern in three-dimensional space
requires the pilot to mix the eight basic flight actions from the

practice session, and this is assessed by the obstacle course. Flight
times for sectors 1, 2 and 3 show that WEAR is at least as fast, or
faster than TRAD, which means that mixed actions are easier to
accomplish on the WEAR controller. The time difference for sector
5, considered the most challenging section of the course, is 4s, where
WEAR is 25% slower. This sector requires precise 3D positioning
of the drone and may indicate that simultaneous up/down and
left/right movements are more difficult to encode with the poses
chosen for WEAR. It can be noted however that this is the same
time difference for sector 1, where WEAR takes a shorter time.

The significant difference between the two controllers is in sector
4 where the drone is required to avoid a vertical pole and fly into
a tunnel backward relative to the viewpoint of the pilot. This is
a combination of precise 3D positioning while in flight as well
as reversing the vision-to-control-requirement. Since sector 5 has
shown that 3D positioning is more challenging for the WEAR pilot,
the even-larger time discrepancy for sector 4 may point to a larger
difficulty in reversing the eye-movement coordination. We posit
that this may have been brought about by having a more intuitive
(forward movement) interface.

Examining the collision rate for crash and near-hits, WEAR has
half as many accidents versus TRAD, 2 vs. 4 and 4 vs. 8, respectively.
This lower collision rate indicates that the what the pilot sees the
drone doing versus the required flight path (specifically to avoid
hitting an object) is more easily corrected using WEAR. It might be
argued that the lower collision rate is due to the pilots using WEAR
flying slower - however this is countered by the equal or shorter
flight times for sectors 1, 2 and 3. Given this, the WEAR controller
may be interpreted to be more intuitive to use.

The above assertion is substantiated by the results of the user
evaluation on the controller’s intuitiveness, where 4 out of 5 ques-
tions had the WEAR controller favored. The results for each of the 8
basic flight actions reflect that the pose required to rotate the drone
left, and even worse, right, may have to be recast, or perhaps the
thresholds required for recognizing the pose have to be adjusted.

8 CONCLUSION
We developed a prototype wearable controller that recognizes eight
hand poses, to control a quadcopter, with the objective of providing
a more intuitive interface for flying the aerial vehicle. The hand
pose instrumentation uses flex sensors positioned on the index
and middle fingers, and an inertial measurement unit at the back
of the hand. The pose is recognized by an Arduino and sent to a
battery-powered Raspberry Pi which then sends the flight control
command via WiFi to the drone.

Results show that users typically take two to four attempts to
learn the proper pose for each flight action. The wearable con-
troller exhibited comparable albeit slightly longer completion times
against a traditional controller for an obstacle course whose sectors
require various combined flight actions to accomplish, while having
half the number of mishaps. Moreover, users reported a positive
experience with the wearable controller, scoring higher in both
intuitiveness and usability versus the traditional controller. The
wearable controller however did require a longer time to accom-
plish individual flight actions during familiarization. Despite this,
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overall we believe the controller has good potential, in line with
the use-case stated in the Motivation section.

Future work will include refinement of recognizing existing
poses and tuning the magnitude of the response to the pose to
possibly accomplish more responsiveness without losing controlla-
bility. A larger set of participants for testing is desirable, and these
can be carried out in an area that has less radio-frequency interfer-
ence to avoid connectivity issues originally experienced during the
development of this prototype.
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ABSTRACT
Schedulers play a critical role in operating systems, particularly in
real-time systems where timing guarantees are vital. This paper
formally verifies the non-preemptive Shortest Job First (SJF) sched-
uling algorithm using the Coq proof assistant. Our focus is on two
key properties: permutation (ensuring each job appears once in the
schedule) and sortedness (scheduling jobs with the shortest burst
times first). Through Coq verification, we establish the SJF algo-
rithm’s reliability. While this work explores the non-preemptive SJF
variant, our methodology can extend to more complex scheduling
algorithms and real-world scenarios with dynamic job arrivals and
preemption capabilities.

KEYWORDS
Formal verification, correctness, scheduling, operating system

1 INTRODUCTION
An operating system (OS) serves as a fundamental software layer
that manages computer hardware and provides a platform for vari-
ous applications. Central to the functioning of an OS is the sched-
uler, which determines the allocation of the CPU to different pro-
cesses [12]. Scheduling is the process of efficiently managing and
prioritizing tasks in a computing system.

Different scheduling algorithms, such as First-In-First-Out (FIFO)
and Round Robin, contribute to this process by implementing dis-
tinct strategies for task execution. FIFO follows a first-come, first-
served approach, while Round Robin ensures fair CPU time distri-
bution by allocating fixed time slices to each process in a circular
manner.

Another common algorithm used for scheduling is the Shortest
Job First (SJF) algorithm, which selects the waiting process with the
smallest execution time to execute next [11]. It is particularly suit-
able for jobs with predetermined run times [10]. In this approach,
each process in the ready queue is executed based on its shortest
burst time, minimizing waiting times for individual processes and
consequently reducing the overall average waiting time.

As operating systems evolve into complex programs, ensuring
their adherence to intended functionality becomes crucial [4]. Ku-
mar et al. [7] highlighted the complexity of safety-critical systems
such as nuclear power plant control software, emphasizing the ne-
cessity to model these systems prior to implementation. Similarly,
Juvva K. [5] emphasized the crucial nature of timely processing in
real-time systems such as air traffic control, stating that “a missed

deadline in hard real-time systems is catastrophic”. These case stud-
ies reinforce the need of a verified process scheduling algorithm to
minimize the risk of failure and enhance system safety.

The method of formal verification can be used to provide high
assurance to critical software [4, 6]. It involves rigorously proving
that a system accords with its formal specifications or properties
through the use of automated tools. The proof assistant Coq pro-
vides a formal language for expressing logical statements and a
mechanism for constructing machine-checked proofs [13]. It en-
sures elimination of human errors and comprehensive consideration
of all pertinent cases.

Formal verification has ensured reliability across the domain of
scheduling and algorithm design [3, 8]. A recent formal correctness
proof in Coq focused on verifying a similar scheduling algorithm
via the Earliest Deadline First (EDF) scheduler working in real-time
systems [14]. The proof methodology is organized into distinct mod-
ules, addressing aspects such as the election function, which governs
the selection of the next task to be scheduled based on certain crite-
ria; the driver or backend code, responsible for the main execution
of the scheduling algorithm; and assumptions, which encompass
the foundational conditions crucial for the correct functioning of
the scheduler. The authors arguably become the first to showcase
a formally proved correct implementation of an EDF scheduler, a
methodology they assert to be "general enough to be applied to
other schedulers or other types of system code".

In another case study, Bedarkar et al. [1] verified the response-
time analysis of First-In First-Out (FIFO) scheduling in Coq, show-
casing the feasibility of formal verification in the domain. Their
findings emphasize the importance of domain-specific libraries such
as PROSA. This reinforces the idea that formal verification is not
only achievable but efficient for real-time scheduling theory.

In recent years, formal verification has gained prominence as
a reliable method for validating system correctness. This paper
addresses the challenge of ensuring correctness in systems and
critical software by leveraging formal verification techniques. The
specific focus of this paper is to formally verify the SJF algorithm
using the functional programming language in Coq.

1.1 Contributions
This study addresses the growing need for assurance in operat-
ing system scheduling, particularly for safety-critical applications
where timing guarantees are essential. By employing the Coq proof
assistant, we present a formal verification of a non-preemptive
SJF scheduling algorithm. This formal approach mathematically
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verifies the algorithm’s correctness. This work thus contributes
to the field of reliable scheduling by establishing a methodology
for the SJF algorithm’s behavior, offering valuable insights for the
development and verification of more complex scheduling policies.

2 BACKGROUND
This study explores the formal verification of the SJF scheduling
algorithm, specifically its correctness using Coq. The concept of
correctness pertains to the subproperties of permutation and sort-
edness.

(1) permutation: the exact correspondence of jobs in the output
set with those in the input set

(2) sorted: the actual intended behavior of the algorithm, i.e. the
ascending order of burst times in the scheduled jobs

Real-world scheduling implementations must contend with factors
such as context switching overhead, which incurs additional time
for the processor to switch between tasks [9]. However, to simplify
the analysis and focus on the core principles of SJF, we assume
negligible time for context switches. Additionally, the verification
of the algorithm assumes that all incoming tasks arrive at time t =
0 with potentially same burst times. Lastly, this verification process
is conducted in an offline mode, where process data is provided in
predefined batches rather than in real-time.

3 METHODOLOGY
We detail the formalization of the SJF algorithm by defining the
algorithmic steps and properties using Coq’s syntax with natural
language correspondences.

An informal representation of the SJF scheduling algorithm
serves as the preliminary step in our methodology. The use of
a pseudocode offers a high-level, human-readable description of the
algorithm’s logic, enabling clear comprehension of its operational
steps [2]. This pseudocode serves as a blueprint for the subsequent
translation of the algorithm into the Coq proof assistant as shown
in Figure 1. Through this translation process, we are able to encode
the algorithm’s logic into Coq.

3.1 Formalization of SJF Algorithm
Definition of Jobs. We begin by defining a job data type that encap-
sulates the essential properties of a job, including its ID and burst
time. Hereafter, the list of jobs coming in and out of the scheduler
is referred to as joblist which denotes a sequence of job elements,
building upon Coq’s built-in list structure.

Inductive job : Type :=
| taskj (id : nat) (burst_time : nat).

Definition joblist := list job.

SJF Scheduler. We define the SJF scheduler function, which takes a
list of jobs as input and produces a sorted list according to ascending
burst times. This function employs the insertion sort subroutine,
ensuring that shorter jobs are prioritized over longer jobs.

Fixpoint insert_job (j : job) (l : joblist) :=
match l with
| nil => j :: nil
| h :: t => if leb (get_burst j) (get_burst h)
then j :: h :: t else h :: insert_job j t

end.

Fixpoint sjf (lst : joblist) : joblist :=
match lst with
| nil => nil
| h :: t => insert_job h (sjf t)
end.

3.2 Correctness Proof of SJF Algorithm
The correctness proof of the algorithm is subdivided into proving
its permutation and sorted properties.
Permutation Property. We prove that applying the SJF scheduler
function to a list of jobs results in a permutation of the original list.
This property ensures that the scheduler produces a valid schedule
without discarding or duplicating jobs.

Lemma 3.1. For all 𝑥 and 𝑙 , the permutation of inserting 𝑥 into list
𝑙 is equivalent to 𝑥 followed by the result of inserting 𝑥 into the rest
of the list.

Proof. We prove by induction.
Base case: If 𝑙 is empty, the permutation of inserting 𝑥 into an
empty list is 𝑥 followed by the empty list itself, which is reflexive.
Inductive case:
• If the burst time of 𝑥 is less than or equal to the burst time

of the first element of 𝑙 , then inserting 𝑥 into 𝑙 results in the
permutation being the same as the original list.
• Otherwise, if the burst time of 𝑥 is greater than the burst time

of the first element 𝑎 of 𝑙 , then the permutation of inserting
𝑥 into 𝑙 is equivalent to swapping 𝑥 with 𝑎, then inserting 𝑥
into the rest of the list.

□

Lemma insert_perm: forall x l, Permutation
(x :: l) (insert_job x l).
Proof.
induction l.
- simpl. apply Permutation_refl.
- simpl. bdestruct (leb (get_burst x)
(get_burst a)).

++ apply Permutation_refl.
++ assert (R: Permutation (x :: a :: l)
(a :: x :: l)).

{ apply perm_swap. }
rewrite -> R. apply perm_skip. apply IHl.
Qed.

With the aid of the Permutation module from Coq’s standard
library, the lemma insert_perm is provided to inductively show
that inserting a job into a list preserves the permutation of the list
elements. In the base case, when the list is empty, the lemma trivially
holds as inserting a job into an empty list results in a singleton list,
which is permutation-equivalent to itself. For the inductive step,
when the list contains elements, the lemma utilizes the bdestruct
tactic to analyze whether the burst time of the job to be inserted is
less than or equal to the burst time of the first element in the list. If
this condition holds, the lemma again trivially holds as the insertion
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// Initialize variables
ready_queue <- queue for processes ready

to execute
current_process <- None
// Sort the ready queue from its shortest

burst time to longest burst time
through

// insertion sort
for j <- 2 to length of ready queue do

key <- ready_queue[j]
i <- j - 1
while i > 0 and ready_queue[i] > key

do
ready_queue[i + 1] <-

ready_queue[i]
i <- i - 1

end while
ready_queue[i + 1] <- key

end for

Fixpoint insert_job (j : job) (l : joblist) :=
match l with
| nil => j :: nil
| h :: t => if leb (get_burst j) (get_burst

h) then j :: h :: t else h ::
insert_job j t

end.

Fixpoint sjf (lst : joblist) : joblist :=
match lst with
| nil => nil
| h :: t => insert_job h (sjf t)
end.

Figure 1: Side by side comparison between pseudocode and Coq implementation of SJF algorithm

operation does not alter the relative order of elements. However, if
the condition is false, the lemma utilizes the perm_swap lemma to
swap the positions of the job to be inserted and the first element in
the list, establishing a permutation between the list before and after
the insertion operation. Finally, the lemma recursively applies the
induction hypothesis to the remaining elements of the list, ensuring
that the permutation property is preserved throughout the insertion
process.

Lemma 3.2. For any job 𝑎, and joblists 𝑥 and𝑦, if 𝑥 is a permutation
of 𝑦, then inserting 𝑎 into 𝑥 yields the same permutation as inserting
𝑎 into 𝑦.

Proof. We prove by cases.
(1) If the lists 𝑥 and 𝑦 are the same, inserting 𝑎 into both lists

results in the same list.
(2) If 𝑥 is a permutation of 𝑥0 and 𝑥0 is a permutation of 𝑦, then

inserting 𝑎 into 𝑥 is equivalent to inserting 𝑎 into 𝑥0 twice.
(3) If 𝑥 is obtained from 𝑥0 by swapping two elements and 𝑥0

is a permutation of 𝑦, then inserting 𝑎 into 𝑥 is equivalent
to swapping 𝑎 with those two elements in 𝑦, followed by
inserting 𝑎 into the rest of the list.

(4) If 𝑥 is obtained from 𝑥0 by swapping two elements and 𝑥0 is
obtained from 𝑦 by swapping two different elements, then
inserting 𝑎 into 𝑥 is equivalent to inserting 𝑎 into 𝑥0 followed
by applying the same swaps.

Thus, in all cases, inserting 𝑎 into 𝑥 yields the same permutation as
inserting 𝑎 into 𝑦. □

Lemma lem2 : forall a x y, Permutation x y ->
Permutation (insert_job a x) (insert_job a y).
Proof.

intros. simpl. inversion H.
- apply Permutation_refl.

- simpl. bdestruct (leb (get_burst a)
(get_burst x0)).
+ apply perm_skip. apply perm_skip. apply H0.
+ apply perm_skip. rewrite <- insert_perm.
rewrite <- insert_perm. apply perm_skip.
apply H0.

- rewrite <- insert_perm. rewrite <-
insert_perm.
rewrite -> H0. rewrite -> H1. apply perm_skip.
apply H.
- rewrite <- insert_perm. rewrite <-
insert_perm.
apply perm_skip. apply H. Qed.

Another lemma, lem2, establishes that inserting a job into two
permutation-equivalent lists results in lists that are also permutation-
equivalent. The proof begins by applying induction on the permuta-
tion between the two lists. In the base case, where the permutation
is reflexivity, the lemma trivially holds as inserting a job into lists
that are already permutation-equivalent yields lists that remain
permutation-equivalent. For the inductive steps corresponding to
transitivity and symmetry of permutations, the lemma employs
the insert_perm lemma to ensure that inserting a job into the
corresponding lists preserves their permutation equivalence. Ad-
ditionally, when the permutation involves swapping adjacent el-
ements, the lemma utilizes the perm_skip tactic to insert the job
while maintaining the permutation property.

Theorem 3.3. For any joblist 𝑙 , 𝑙 is a permutation of (sjf 𝑙).

Proof. We prove by induction.

Base Case: If the list 𝑙 is empty, then 𝑙 is a permutation of itself,
which is reflexive.
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Inductive Case: If 𝑙 is obtained by inserting an element into
the list 𝑙0 and 𝑙0 is a permutation of (sjf 𝑙0), then 𝑙 is also a
permutation of (sjf 𝑙).

By induction hypothesis, 𝑙0 is a permutation of (sjf 𝑙0). Then, by
Lemma lem2, inserting an element into 𝑙0 yields the same permuta-
tion as inserting it into (sjf 𝑙0). Hence, 𝑙 is a permutation of (sjf 𝑙).
Thus, for all cases, 𝑙 is a permutation of (sjf 𝑙). □

Theorem sjf_perm: forall l, Permutation l (sjf l).
Proof.
intros. induction l.
- simpl. apply Permutation_refl.
- simpl. rewrite -> insert_perm. apply lem2.
apply IHl. Qed.

Now we prove the permutation property through induction: in
the base case, it demonstrates that applying the SJF scheduler to
an empty list results in the identity permutation. In the inductive
step, the proof utilizes the insert_perm lemma and recursively
applies the induction hypothesis to establish the preservation of
permutation when scheduling non-empty lists.
Sorted Property. We prove that the sorted list produced by the SJF
scheduler satisfies the SJF criteria, wherein jobs with shorter burst
times precede those with longer burst times.

Inductive sorted : joblist -> Prop :=
|sorted_nil : sorted [ ]
|sorted_1 : forall x, sorted [x]
|sorted_cons : forall x y l, get_burst x <=
get_burst y -> sorted (y::l) -> sorted (x::y::l).

First we define the concept of a sorted list of jobs within Coq,
inductively defined by the sorted predicate. This predicate asserts
that a list of jobs is sorted if it satisfies one of three conditions: either
it is an empty list, denoted by sorted_nil; it contains a single job,
represented by sorted_1; or for any two consecutive jobs x and
y along with the remaining list l, if the burst time of job x is less
than or equal to that of job y, and the rest of the list l, is also sorted,
then the entire list consisting of x, y, and l is considered sorted.

Lemma 3.4. For any job𝑎 and any joblist 𝑙 , if 𝑙 is sorted in ascending
order of burst times, then inserting job 𝑎 into 𝑙 while preserving the
sorted order results in a new sorted list.

Proof. We begin by induction on the list 𝑙 .
Base Case: When 𝑙 is an empty list, inserting 𝑎 creates a sin-

gleton list containing only 𝑎, which is trivially sorted.
Inductive Step: Suppose 𝑙 is non-empty and consists of a head

job 𝑥 and a tail list of jobs 𝑙 ′. We assume that inserting 𝑎 into
𝑙 ′ while preserving the sorted order yields a new sorted list.

Now, we consider two cases based on the burst time comparison
between 𝑎 and 𝑥 :
• If the burst time of 𝑎 is less than or equal to the burst time of
𝑥 , then 𝑎 should be inserted before 𝑥 to maintain the sorted
order. We insert 𝑎 at the beginning of 𝑙 and recursively apply
the induction hypothesis to the tail list 𝑙 ′.
• If the burst time of 𝑎 is greater than the burst time of 𝑥 , we

continue recursively with the induction on the tail list 𝑙 ′.

□

Lemma insert_sorted : forall a l, sorted(l) ->
sorted (insert_job a l).
Proof.
intros a l S. induction S; simpl.
+ apply sorted_1.
+ bdestruct (leb (get_burst a) (get_burst x)).

- apply sorted_cons.
++ apply H.
++ apply sorted_1.

- apply sorted_cons.
++ lia.
++ apply sorted_1.

+ bdestruct (leb (get_burst a) (get_burst x)).
- apply sorted_cons.
++ apply H0.
++ apply sorted_cons.

-- apply H.
-- apply S.

- bdestruct (leb (get_burst a) (get_burst x)).
++ bdestruct (leb (get_burst a) (get_burst y)).

-- apply sorted_cons.
+++ lia.
+++ apply sorted_cons.

---- apply H2.
---- apply S.

-- lia.
++ bdestruct (leb (get_burst a) (get_burst y)).

-- apply sorted_cons.
+++ lia.
+++ apply sorted_cons.

---- apply H2.
---- apply S.

-- apply sorted_cons.
+++ apply H.
+++ simpl. unfold insert_job in IHS.
bdestruct (leb (get_burst a)
(get_burst y)).

----- lia.
----- apply IHS. Qed.

Next we define the insert_sorted lemma, which states that in-
serting a job into a sorted list while preserving its sorted order
results in another sorted list. The proof of this lemma is carried out
through induction on the input job list. In the base case, when the
input list is either empty or consists of a single job, the lemma triv-
ially holds as inserting a job maintains the sorted property. For the
inductive step, we consider the case where the input list contains
multiple jobs, and we demonstrate that inserting a new job into this
list while preserving its sorted order ensures that the resulting list
remains sorted. This proof involves utilizing boolean destruction
or the bdestruct tactic to handle cases involving comparisons of
burst times between jobs.

Theorem 3.5. For any joblist 𝑙 , the schedule generated by (sjf 𝑙)will
be sorted.
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Proof. Base case: If the list 𝑙 is empty, there’s nothing to sort,
so it is trivially considered sorted.

Inductive case:
• Assume that when applying the sjf function to a joblist 𝑙 , the

resulting schedule will be sorted. In other words, (sorted (sjf
𝑙 )) is true.
• The 𝑠 𝑗 𝑓 function schedules jobs in accordance to their burst

times. It needs to be proven that when job 𝑎 is inserted into
𝑙 , the overall schedule remains sorted. Through using the
lemma insert_sorted, this shows that the entire schedule
with the job 𝑎 inserted remains sorted.

□

Theorem sjf_sorted: forall l, sorted (sjf l).
Proof.

intros. simpl. induction l.
- simpl. apply sorted_nil.
- simpl. apply insert_sorted. apply IHl. Qed.

As in the permutation proof, we now verify through induction that
that the SJF algorithm produces a sorted list of jobs according to
ascending burst times. In the base case, it establishes that the sched-
uler produces a sorted list when applied to an empty list via the
sorted_nil case. In the inductive step, the proof simplifies the list
and recursively applies the insert_sorted lemma, which ensures
that inserting a job into a sorted list maintains its sorted property.
Correctness Property. Building upon the individual proofs of per-
mutation and sortedness, we define a predicate is_sorted_perm
that captures both properties for the given scheduling function.
This predicate asserts that for any input list of jobs, applying the
function results in a permutation of the original list and produces a
sorted list according to the SJF criteria. By unifying these properties
into a single theorem sjf_correct, we formally verify that the
SJF scheduler satisfies both permutation and sorted requirements
simultaneously.

Theorem 3.6. Asserts that the sjf function is correct in the sense
that it produces a schedule that fulfills two requirements:

(1) Theorem 3.3: All jobs from the original list are included in the
schedule exactly once. There are no missing or duplicate jobs.

(2) Theorem 3.5: The jobs in the schedule are ordered by their burst
times, with the shortest jobs scheduled first.

Proof. 𝑠 𝑗 𝑓 _𝑝𝑒𝑟𝑚 guarantees the permutation property, and
sjf_sorted guarantees the sortedness property. By applying these
theorems, we establish that the sjf function satisfies both require-
ments for a correct SJF implementation. □

Definition is_sorted_perm (f : joblist -> list
job) :=forall al, Permutation al (f al) /\
sorted (f al).

Theorem sjf_correct: is_sorted_perm sjf.
Proof.

unfold is_sorted_perm. intros al.
split.

+ apply sjf_perm.
+ apply sjf_sorted.
Qed.

4 DISCUSSION
The methodology outlined utilizes the Coq proof assistant to for-
mally verify the correctness of a non-preemptive SJF scheduling
algorithm. This approach offers several advantages over traditional
testing methods.

By converting the SJF algorithm into Coq, we ensure a precise
and unambiguous representation of its logic. This eliminates poten-
tial ambiguities that could arise from natural language descriptions
or pseudo-code. Secondly, by verifying that the algorithm outputs
a permutation of the input job list, we establish that all jobs are
scheduled exactly once, avoiding issues like job starvation. Finally,
by verifying that the jobs are sorted in ascending order of burst
times within the schedule, we formally guarantee that the benefit
of the SJF algorithm is adhered to—minimizing the average wait
time for jobs in the system.

However, it is important to acknowledge the limitations of this
approach. The verification focuses on a simplified, offline version
of the SJF algorithm. Real-world scheduling often includes dynamic
job arrivals and potentially more complex scheduling criteria. Fu-
ture work could explore the verification of a less restrictive system,
such as considering variable burst times, to extend the verification
method to dynamic scheduling environments.

Furthermore, while Coq offers a high degree of assurance, the
quality of the verification ultimately depends on the correctness of
the initial formalization of the algorithm. Hence, diligent validation
of the formalization is essential to ensure the overall validity of the
formal verification process.

5 CONCLUSION
Throughout this paper, we have provided our methodology for
creating a formal correctness proof for the Shortest Job First al-
gorithm in Coq. Our approach involves defining data types for
jobs, implementing the SJF scheduler function, and providing proof
of correctness via permutation and sortedness properties. By di-
rectly embedding the SJF algorithm in Coq and conducting rigorous
correctness proofs, we ensure the reliability and predictability of
the scheduler’s behavior. Furthermore, we have shown how our
formalization serves as a foundation for future research and devel-
opment in scheduling algorithms. We invite readers to examine the
provided SJF code and accompanying proofs to verify our findings
and contribute to the advancement of formal methods in computer
science.
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ABSTRACT
In the era of technological boom, the use of artificial intelligence
is becoming increasingly intertwined with everyday societal sys-
tems. This includes the integration of Open AI’s ChatGPT into the
way students learn today. As a result, the academic community
has continuously assessed the performance of ChatGPT in various
domains, especially in linguistics-related and mathematics-related
fields. However, there still exists a gap to allow a more diverse
understanding of ChatGPT’s consistency in answering questions
on these domains at a high-school level. Therefore, this study aims
to quantify the extent to which ChatGPT may generate inconsis-
tent responses to high-school-level linguistics and mathematics
questions when fed standardized SAT questions commonly used to
evaluate a high-school student’s knowledge and aptitude. By exten-
sion, it provides a more detailed analysis of ChatGPT’s potential
as a learning tool. Through this investigation, it was observed that
ChatGPT generally demonstrates greater consistency in linguistics
compared to mathematics, with different levels of reliability across
distinct SAT subareas.
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1 INTRODUCTION
1.1 Background of the Study
The rapid development of technology over history has led to the
rise of artificial intelligence (AI) that continues to unlock new op-
portunities in the education sector, benefitting both educators and
life-long learners as affirmed by the United Nations Educational,
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Scientific and Cultural Organization or UNESCO, on Sustainable
Development Goal 4, focusing on Quality Education [14]. However,
despite the convenience it may bring, the use of AI also prompted
concerns and risks regarding its ethical usage, security, and long-
term implications for student learning among its users. One such
discourse revolves around ChatGPT. Its popularization in usage
among students has been evident since its release in November
2022. [8] noted ChatGPT’s instant feedback capability prompts
excessive reliance on it as a learning tool for Linguistics and Mathe-
matics (subjects often taken at the high-school level). This is despite
the risk of unintentional misinformation.

ChatGPT works by drawing from datasets up to September 2021.
It then refines its responses using human feedback. This ability of
ChatGPT prompted studies like [4] and [13] to analyze ChatGPT’s
proficiency in test-taking scenarios. However, more scrutiny must
still be done on its performance in high school contexts.

This highlights the significance of the College Board’s SATs. This
standardized test gauges high school students’ college readiness,
with over a million students taking it annually [1, 9, 12]. As students
start utilizing ChatGPT for SAT preparations, understanding its
inconsistencies, aside from its accuracy, is important to understand
its effectiveness as a learning tool [2, 10].

This study aims to quantify inconsistent responses generated by
ChatGPT when presented with high-school-level linguistics and
mathematics questions.

1.2 Scope and Limitations
This study evaluates ChatGPT’s performance on selected data sets
involving linguistics and mathematics SAT practice test questions
gathered from both offline and online sources. Only questions with
a defined answer, such as multiple-choice linguistics questions,
multiple-choice mathematics questions, and free-response mathe-
matics questions, are considered. The analysis of ChatGPT’s perfor-
mance in this study mainly focuses on its responses’ consistency,
to determine if it can consistently answer high-school level math-
ematics and linguistics questions correctly or incorrectly. Due to
ChatGPT’s limitation involving images and geometric shapes, ques-
tions involving these are excluded.

This study also only covers understanding the performance of
GPT-3.5 as this is the only version that is accessible for free by high
school students.
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Figure 1: Schematic Representation of Study’s Methodology

2 RELATEDWORKS
A number of studies have delved into ChatGPT’s performance and
limitations across various academic disciplines. However, most fo-
cus on ChatGPT’s accuracies in mathematics and linguistics in the
context of post-secondary level. In mathematics, [11] highlights
ChatGPT’s ability to solve mathematical word problems. [6] ex-
plores its proficiency in advanced math, revealing both accurate and
partially incorrect answers. On the other hand, [3] and [5] reveal
that ChatGPT’s linguistics proficiency is comparable to an average
student in producing clear, concise responses in academic writ-
ing. Both cases show that ChatGPT has the ability to comprehend
linguistic and mathematical expressions.

While there is limited research that directly studies the consis-
tency of linguistics and mathematics, [6] has noted that while Chat-
GPT can indeed demonstrate enhanced language understanding
abilities and deductive reasoning ability, it can still make mistakes
that violate logical properties and that it can sometimes change its
answer if a question is paraphrased.

3 METHODOLOGY
3.1 Research Design
While the complete study utilizes a mixed-method triangulation
approach, this paper will focus on the quantitative approach, specif-
ically testing ChatGPT through simulations. The entire procedure
has been illustrated in Figure 1.

3.1.1 Dataset Creation. The dataset creation phase involves
the compilation of a question bank to store and categorize SAT
questions for linguistics and mathematics sets from different online
and offline sources and record ChatGPT’s response to each question.
Questions are categorized and labeled by source and subject.

These datasets are randomly split into three batches of 40 ques-
tions for each domain. Each batch is divided equally among subareas
of each domain.

In linguistics, questions are sourced from the Reading Test, and
Writing and Language Test sections of the SAT. In each batch, ten
questions come from each of the following subareas:

(1) Standard English Conventions, which focuses on sen-
tence structure, usage, and punctuation;

Table 1: Example Revisions Made to Linguistics Questions
for the Simulation

Original Input to ChatGPT
A goat ingests the vegetation
particular to the meadow in
which it grazes, which, along
with other environmental
factors such as altitude and
weather shapes the cheese’s
taste and texture.

A) NO CHANGE
B) factors, such as altitude and
weather,
C) factors such as, altitude and
weather,
D) factors, such as altitude and
weather

A goat ingests the vegetation
particular to the meadow in
which it grazes, which, along
with other environmental factors
such as altitude and weather
shapes the cheese’s taste and
texture.

What improvements can
be made to “factors such as
altitude and weather"?

A) NO CHANGE
B) factors, such as altitude and
weather,
C) factors such as, altitude and
weather,
D) factors, such as altitude and
weather

(2) Expression of Ideas, which touches upon topic develop-
ment, organization, and rhetorically effective use of lan-
guage;

(3) Relevant Words in Context, which focuses on addressing
word/phrase meaning in context and rhetorical word choice;

(4) Command of Evidence, which assesses the interpretation
and usage of evidence found in passages and informational
graphics (e.g. graphs, tables, and charts).

For mathematics, questions encompass two types: multiple choice
and response. Ten questions from each of the following subareas
in the mathematics section form each batch of dataset:

(1) Heart of Algebra, which involves linear equations and
inequalities questions;

(2) Problem Solving & Data Analysis, which tests quanti-
tative reasoning and the interpretation of data (ratio and
percentages);

(3) Passport to Advanced Math, which focuses on under-
standing expression structure, reasoning with more complex
equations, and interpreting and building functions;

(4) Additional Topics in Mathematics, which focuses on
other questions, including trigonometry and geometry.

Since input to ChatGPT is limited to text only, some questions
are modified. Additional instructions are included to replace the
underlined words or phrases in the original texts (see Table 1).
LATEXwas used for typesetting mathematical expressions that have
complex symbols and structures. A sample is shown in Table 2.

3.1.2 Simulation. The simulation phase involves inputting the
questions from the dataset to ChatGPT and recording its responses.
Inspired by methodologies in [5, 11, 15], ChatGPT’s consistency in
a topic is examined by having it answer each question four times
under different conditions or on different machines. The setups
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Table 2: Example Revisions Made to Mathematics Questions
for the Simulation

Original Input to ChatGPT
The volume of a sphere is given
by the formula 𝑽 = 4

3𝝅𝒓3 where
𝑟 is the radius of the sphere.
Which of the following gives the
radius of the sphere in terms of
the volume of the sphere?

A)
4𝝅
3𝑽

B)
3𝑽
4𝝅

C) 3
√︂

4𝝅
3𝑽

D)
3
√︂

3𝑽
4𝝅

The volume of a sphere is given
by the formula V=\frac{4}{3}\pi
rˆ3 where 𝑟 is the radius of the
sphere. Which of the following
gives the radius of the sphere
in terms of the volume of the
sphere?

A) \frac{4\pi}{3V}

B) \frac{3V}{4\pi}

C) \sqrt[3]{\frac{4\pi}{3V}}

D) \sqrt[3]{\frac{3V}{4\pi}}

Table 3: Independent Variables per Setup for Comparison

Setup A (CONTROL) Time Independent Location
Setup B ✓
Setup C ✓
Setup D ✓ ✓

include a Control Group (Machine A, Time A) for benchmark-
ing, Machine Variation (Machine B, Time A) to assess machine-
dependent responses, Temporal Variation (Machine A, Time B)
for understanding temporal stability, and Location and Time Varia-
tion (Machine C, Time C) to explore external factors’ influence on
performance. See Table 3 for a comparison of independent variables
per setup.

During the simulation, ChatGPT was manually fed SAT ques-
tions. However, each batch utilized additional prompts to test the
effects of the prompts on ChatGPT’s consistency. A “Give answer
only" prompt was added to some questions in Batch 1, not included
in Batch 2, and was added to all questions in Batch 3. Moreover,
there are instances when ChatGPT changes its answer halfway
through its explanation, i.e. its answer at the beginning, is different
from its answer at the end of its explanation or its solution. In such
cases, ChatGPT’s initial response is recorded.

3.2 Data Analysis
In order to compare and examine ChatGPT’s consistency in answer-
ing questions correctly for each SAT subarea, a manual counting of
ChatGPT’s answers is performed. The number of times ChatGPT
answered correctly in one setup, two setups, three setups, and all
setups, or none of the setups, is also noted.

Additionally, to compare the consistency between linguistics
and mathematics, the standard deviation of all setups per batch is
calculated along with the total mean standard deviation.

Figure 2: Batch 1 Results

Figure 3: Batch 2 Results

Figure 4: Batch 3a Results (with prompt)

4 RESULTS AND DISCUSSION
4.1 Linguistics
This chapter summarizes ChatGPT’s consistency in each of the
SAT subareas for each batch and its overall consistency in each
domain through the calculated mean standard deviation. The values
gathered were based on ChatGPT’s raw accuracy score when it was
fed SAT questions for each setup and each batch.

Consistency is defined as ChatGPT’s tendency to generate the
same response when given the same prompt. Hence, the terms
consistently correctly and consistently incorrectly shall be used in
instances where ChatGPT was able to get the answer to a question
correctly or incorrectly for all four setups of each batch.

Figure 2 shows that in Batch 1, ChatGPT is consistently correct
in Command of Evidence, being able to answer five questions
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Figure 5: Batch 3b Results (without prompt)

Figure 6: ChatGPT’s Consistency in the SAT Linguistics Sub-
areas

correctly in all four machines. The data also shows that ChatGPT
is consistently incorrect in the subareas of Relevant Words in
Context and Expression of Ideas. This indicates that during the
simulation of the first batch of questions, the software for all ma-
chines was more capable of noting details and answering questions
about provided texts. However, it is relatively weak in determin-
ing the meanings of words and effectively expressing complete
thoughts. Additionally, results show that in the Standard Eng-
lish Conventions subarea, ChatGPT answered more questions
consistently correctly than incorrectly in all machines.

Figure 3 shows that in Batch 2, ChatGPT answered questions
consistently correctly more than incorrectly. This also shows Chat-
GPT’s improvement in all of the four subareas. Based on the Batch
2 results, ChatGPT answers most consistently correctly questions
under Command of Evidence. In this simulation, it answered seven
questions correctly in all machines compared to five questions in
the previous simulation. There is also an increase in correctly an-
swered questions compared to the previous batch, which shows
ChatGPT’s strength in answering questions about details in texts.
Following Command of Evidence, ChatGPT consistently answers
six questions correctly in Expression of Ideas and Standard Eng-
lish Conventions. This improvement from the previous batch’s
results shows that ChatGPT is able to effectively utilize the English
language to convey thoughts and identify grammatical errors in
texts. Lastly, in all simulations, ChatGPT answers with the fewest
questions correct in the Relevant Words in Context subarea.

Figure 4 shows Batch 3a results. The “Give the answer only"
prompt is included in all questions in this simulation. With the
additional prompt, ChatGPT’s results changed significantly com-
pared to the previous two batches. While ChatGPT maintains the
highest consistency of correctly answered questions in the subarea
of Command of Evidence, results in the other three subareas be-
gin to show its weaknesses. Firstly, it answered more questions
consistently incorrectly in the subareas of Relevant Words
in Context and Standard English Conventions. Its worst per-
formance is in the latter, wherein only one question in all machines
is answered correctly. The batch’s results seem to show that re-
stricting ChatGPT’s response to a selection between four options
without giving it the freedom to explain its answers affects its

answers significantly. This is especially evident in the subareas
of Relevant Words in Context and Standard English Con-
ventions, wherein any form of explanation would be needed to
understand the thought process that led ChatGPT to determine the
definitions of words or the errors in sentence structure. In the Ex-
pression of Ideas subarea, ChatGPT neither consistently answers
more questions correctly nor incorrectly.

When testing the same set of questions without the “Give an-
swer only" prompt, there is no significant difference with regard
to ChatGPT’s consistency (Figure 5). ChatGPT only consistently
answers one additional question correctly across all batches under
Command of Evidence and is able to answer more questions cor-
rectly in some batches under the Standard English Conventions
subarea. This suggests that in linguistics, either prompt does not
significantly affect consistency or a more appropriate prompt must
be used.

4.1.1 Consistency for each Subarea. After analyzing the con-
sistency of ChatGPT’s answers for the linguistics simulations, the
following can be observed:

(1) ChatGPT answers most consistently correctly in questions
under the Command of Evidence subarea. This is seen in all
four simulations. This demonstrates ChatGPT’s capabilities
in comprehending, noting details from, and answering ques-
tions about provided texts, a competency observed by other
studies that tested its performance in answering reading
comprehension questions, such as [5].

(2) ChatGPT answers most consistently incorrectly in the Rele-
vant Words in Context subarea in all simulations. This
indicates ChatGPT struggled in discerning the definitions
of words used in sentences. This observation is quite ironic,
as researchers such as [7] have noted its remarkable ability
to generate accurate definitions for various words similar to
the Collins Birmingham University International Language
Database (COBUILD). Considering that some of the ques-
tions were offline-sourced and that limitations of text inputs
meant that the words asked could not be highlighted in the
questions themselves, there are still some factors that con-
tribute to ChatGPT’s weakness in answering the questions
under this subarea. While prompt engineering is outside
the scope of this paper, other prompts may be identified to
increase ChatGPT’s consistency.

(3) Adding the “Give the answer only" prompt to the questions
in Batch 3 does not make a difference. This only implies that
ChatGPT’s consistency is not affected by this prompt. It does
not necessarily mean that ChatGPT performs better without
it, as that is beyond the scope of this paper.

4.2 Mathematics
It can be seen in Figure 7 that ChatGPT does not have a pattern in
terms of consistency in any of the mathematics subareas. Notably,
it was not able to get any questions correct across all machines
in the Additional Topics in Mathematics subarea. Moreover, it
could only answer five questions correctly two times in the Heart
of Algebra subarea. ChatGPT performs the best in Passport to
Advanced Math, not being consistently incorrect in any question
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Figure 7: Batch 1 Results

Figure 8: Batch 2 Results

Figure 9: Batch 3a Results (with prompt)

Figure 10: Batch 3b Results (without prompt)

Figure 11: ChatGPT’s Consistency in the SAT Mathematics
Subareas

and getting four questions correct three times, albeit only being
able to answer two questions correctly across all batches.

Figure 8 shows that ChatGPT exhibits significant improvement
in Batch 2 in terms of consistency. It has the largest improvement
in Data Analysis and Problem Solving and Additional Topics
in Mathematics. This may mean that ChatGPT may have been
updated between the Batch 1 and Batch 2 simulations.

In contrast, the results of Batch 3a in Figure 9, which utilizes the
“Give answer only" prompt, show a drastic performance decline in
all subareas. Notably, ChatGPT answered consistently incorrectly
six questions in Heart of Algebra subarea. In Passport to Ad-
vanced Math, it only answered four questions correctly once.
Moreover, it got no questions correct in all batches in Heart of
Algebra and Additional Topics in Mathematics. This illustrates
that using the “Give answer only", which prevents ChatGPT from
generating solutions, increases its tendency to be consistently incor-
rect.

Without the “Give answer only" prompt, ChatGPT’s consistency
returns to the similar trend observed in Batches 1 and 2. Figure 10
shows that ChatGPT answered six questions consistently correctly
in all four machines in the Passport to Advanced Math subarea.
Results in this simulation show a decline in performance compared
to Batch 2.

After analyzing the consistency of ChatGPT’s answers for the
mathematics simulations, the following can be observed:

(1) ChatGPT does not exhibit any clear trend regarding consis-
tency and inconsistency in the mathematics subareas. For
instance, Passport to Advanced Math could be the most
consistently correct subarea for Batch 1, but it is the least
consistently correct by Batch 2. This supports the findings
of [6], which posits that ChatGPT struggles to do accurate
calculations consistently and falls short compared to chat-
bots specifically trained to do mathematics.

(2) Succeeding batches show overall improvement. Batch 2 and
3b exhibit greater consistency in answering more questions
correct as compared to Batch 1. This could imply that Chat-
GPT possibly improved over time due to the inputs it re-
ceives.

(3) ChatGPT performs significantly worse if it is prompted only
to give an answer without any solutions using the “Give
answer only” prompt. It may be inferred that ChatGPT has
a higher chance of arriving at a correct answer if it is given
the liberty to generate a thought process or solution. It is
worth noting that its overall performance may change if a
different prompt is used to ask ChatGPT not to show any
solution.

(4) ChatGPT may not be suitable for mathematical contexts.
ChatGPT is a text-oriented LLM chatbot that follows pat-
terns from its online database. The nature of math problems
changes depending on the wording and values provided in
the question.

4.3 Comparison of ChatGPT’s Consistency
between Linguistics and Mathematics

To determine in which domain—linguistics or mathematics, Chat-
GPT exhibits more consistency, the standard deviation of ChatGPT’s
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Table 4: Standard Deviation of ChatGPT’s Achieved Linguis-
tics Mathematics Scores per Batch

Linguistics Mathematics
Batch 1 1.25 10.05
Batch 2 2.72 3.95
Batch 3a 5.12 9.60
Batch 3b 5.41 2.80

Mean Standard Deviation 3.63 6.60

Table 5: ChatGPT’s Answer to a Mathematics Question with
and without prompt

Question number: 1
Expected answer: D

CS* TV@ MV# MTV◦
Batch 3aa C B A B
Batch 3bb D D D D

* Control setup
@ Temporal variation
# Machine variation
◦ Temporal and Machine variation
a with prompt
b no prompt, may show solution

score in each batch is computed. Table 4 lists the standard devia-
tion of all setups for all batches. A lower standard deviation value
indicates higher consistency.

Data shows that ChatGPT’s scores in linguistics are closer to
each other than in mathematics. Hence, ChatGPT is generally more
consistent with linguistics. Based on the results of the simulations,
ChatGPT is more consistent in linguistics than mathematics, show-
ing its capability to aid high school students in linguistics, especially
in tasks related to interpreting and analyzing passages. However, it
scores the lowest in the Relevant Words in Context subarea, impli-
cating that ChatGPT cannot successfully discern the context clues
or words in sentences.

Meanwhile, in mathematics, it fails to exhibit any clear trend
throughout all simulations. This shows that ChatGPT’s ability to
consistently generate accurate answers in mathematics is still not
entirely dependable, at least compared to linguistics.

Lastly, the use of the "Give answer only” prompt makes ChatGPT
more prone to giving incorrect responses. This reveals that prompts
have an impact on influencing ChatGPT’s consistency. This trend
is highly exhibited in its responses to mathematics questions in
batches 3a and 3b. Table 5 depicts a sample of its responses in each
setup for the first question of these two batches. In this question,
the correct answer was D. When ChatGPT was prompted to provide
its answer only, its choices across all four setups were inconsistent
and incorrect. Without the prompt, ChatGPT arrived at the correct
answer for all setups. From these results, it can be observed that
ChatGPT tends to answer more mathematical questions correctly
when it has the liberty to show the thought process it used to arrive
at the answer.

Figures 12 to 14 show sample conversations with ChatGPT. Chat-
GPT is asked to answer a Mathematics question. In Figure 12, the
"Give answer only prompt" is included after posting the question to

Figure 12: Machine B Time A Question No. 29 (with prompt)

Figure 13: Machine B Time A Question No. 29 (no prompt)

ChatGPT, answering 650 calories. In Figure 13, the same question
is given to ChatGPT, excluding the prompt. ChatGPT answered
the problem by showing its solution, obtaining an answer of 510
calories, different from its answer when a prompt was included at
the end of the problem.

The conversation shown in Figure 14 is a Temporal and Machine
variation setup. For this question, ChatGPT ended up with the same
answer and solution as Figure 13, only using different variables. In
other cases, ChatGPT may find other ways to approach a problem
but still obtain the correct answer.

Tables 6 and 7 provide the number of instances ChatGPT remains
consistent with its responses and answered correctly across all
setups in both linguistics and mathematics. The following can be
observed from the tabulated results:

(1) ChatGPT has a higher frequency of maintaining correct an-
swers than maintaining incorrect answers between the two
batches in both linguistics and mathematics.

(2) There is a higher frequency of non-matching answers be-
tween the two batches in the domain of mathematics.

(3) In all four setups, ChatGPT gets more mathematics questions
correctly in Batch 3b than in Batch 3a. This further suggests
that ChatGPT tends to be more accurate when the “Give
answer only” prompt is omitted.
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Figure 14: Machine C Time C Question No. 29 (no prompt)

Table 6: Comparison of ChatGPT’s Answers in Batches 3a
and 3b (Linguistics)

TQ* MC@ MIC# ≠3a◦ ≠3b∧ ≠Inc’

Machine A, Time A 40 16 12 3 5 4
Machine B, Time A 40 19 9 3 4 5
Machine A, Time B 40 17 16 1 2 4
Machine C, Time C 40 15 6 7 5 7

* Total Number of Questions
@ Answers match, both correct
# Answers match, both incorrect
◦ Answers don’t match, correct in Batch 3a
∧ Answers don’t match, correct in Batch 3b
’ Answers don’t match, incorrect in both batches

(4) In instances where ChatGPT is correct in Batch 3a but not in
Batch 3b, it is plausible that ChatGPT generated learned the
said item. In other words, the question and its answer may
have been part of the dataset used by ChatGPT in learning.
As for the reason it becomes incorrect in the absence of
the prompt, it is likely that ChatGPT follows a structure
of problem-solving it has learned and generates a solution
using one of these structures.

5 CONCLUSION
Based on the outcome of the simulations, ChatGPT is more con-
sistent in linguistics than in mathematics. It showed its capability
in linguistics, specifically in tasks related to interpreting and ana-
lyzing passages. However, the results show that ChatGPT cannot

Table 7: Comparison of ChatGPT’s Answers in Batches 3a
and 3b (Mathematics)

TQ* MC@ MIC# ≠3a◦ ≠3b∧ ≠Inc’

Machine A, Time A 40 12 1 2 13 12
Machine B, Time A 40 5 2 3 23 7
Machine A, Time B 40 16 3 2 13 6
Machine C, Time C 40 5 0 2 22 11

* Total Number of Questions
@ Answers match, both correct
# Answers match, both incorrect
◦ Answers don’t match, correct in Batch 3a
∧ Answers don’t match, correct in Batch 3b
’ Answers don’t match, incorrect in both batches

consistently discern the context clues or words in sentences. Mean-
while, in mathematics, ChatGPT fails to exhibit any clear trend
throughout all simulations. This shows that ChatGPT’s ability to
consistently generate accurate answers in mathematics is still not
entirely dependable. Lastly, utilizing the “Give answer only” prompt
makes ChatGPT vulnerable to giving incorrect responses. This re-
veals that prompts play an important role in influencing ChatGPT’s
performance.

As this study assesses ChatGPT’s consistency across different
SAT subareas in linguistics and mathematics, future works could
determine the performance of ChatGPT on the specific areas e.g.
evaluation of simple arithmetic expressions, algebraic expression,
geometry-related questions, along with the respective reasons.
Moreover, prompts have a significant impact on ChatGPT’s per-
formance. Further studies may focus on identifying the proper
prompts for ChatGPT to perform with a high level of consistency.
A definition of how prompts should be formed for ChatGPT to
achieve an ideal performance is also a possible research focus.
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ABSTRACT
The Operating System (OS) scheduler is crucial for resource alloca-
tion and task execution. However, ensuring the dependability of
scheduling algorithms is challenging due to possible human errors
in testing. Formal verification provides a systematic approach to
prove algorithm correctness and soundness. By mathematically
modeling and verifying properties, formal methods ensure sched-
uler implementations adhere to specifications and function cor-
rectly. In this study, we used Coq to formally verify a custom sched-
uling algorithm, mysched, and formulated related correctness and
soundness theorems that were then proven using Coq proof tactics.
Moreover, we also provided formal specifications of the Round-
Robin scheduling algorithm in Coq.
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1 INTRODUCTION
Operating Systems (OS) are software programs that facilitate the
execution of tasks and manage computer resources. As an essential
component of most computers, the different modules of the OS
should be correctly programmed to ensure the entire system’s secu-
rity, functionality, and efficiency. The scheduler determines which
task runs in the CPU and is among the most important parts of the
OS [2]. Its purpose is to optimize the utilization and allocation of
CPU resources, to improve system responsiveness, and to increase
overall system performance.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
PCSC2024, May 2024, Laguna, Philippines
© 2024 Copyright held by the owner/author(s).

The Formal verification process involves modeling the scheduler as
a mathematical object and proving that it implements the desired
functions correctly. Coq is a formal proof assistant that provides
a formal language to write mathematical definitions, executable
algorithms, and theorems [9]. Formal proof assistants like Coq are
used to mechanize the proofs of the soundness and other related
properties of scheduling algorithms. Formal verification of an oper-
ating system (OS) scheduler is crucial for ensuring its correctness
and reliability.
This paper will show proof of concept through a custom scheduling
algorithm called mysched as well as show Coq specifications for
its algorithm, properties, and proofs of the properties. In addition,
Coq specifications for the Round-robin algorithm will be shown
afterwards.
The proof assistant of choice for our research was Coq because it
is built upon a strongly typed core language called the Calculus
of Inductive Constructions (CIC). This ensures a high degree of
correctness in proofs by enforcing type consistency throughout the
development process. Furthermore, the strong type system helps
catch many errors at compile time rather than at runtime, leading
to more reliable proofs. Another good thing about Coq is that it
can automatically extract executable programs from specifications,
generating Objective Caml or Haskell source code. This feature fa-
cilitates the practical application of formal methods by bridging the
gap between formal specifications and executable implementations.
Next, Coq also supports expressive types, including inductive struc-
tures, dependent types, and subset types (Σ-types). These types
enable precise specifications and proofs, allowing users to capture
complex mathematical structures and properties. Following, the
syntax of Coq is more similar to a programming language as op-
posed to the syntax of Isabelle, a different formal proof assistant,
which uses common mathematical ASCII symbols in proof which
makes it slightly inconvenient when typing on an IDE [10]. Finally,
Coq implements a functional programming language supporting
its types. This allows users to express functions over inductive
types, write proofs using case analysis, and interactively evaluate
expressions, enhancing the flexibility and usability of Coq as a proof
assistant [9].

1.1 Related Work
A case study done by Bedarkar et.al verified the Response-Time
Analysis (RTA) of FIFO scheduling with the use of Coq Proof Assis-
tance. The study aims to motivate more researchers to explore the
use of proof assistants to minimize human error in mathematical
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reasoning. In addition, the study points out that there have been a
lot of intuitive results in the past that, at first, seemed sound but
was later to be proven incorrect. Verification was done by defining
the system model, encoding the scheduling policy and preemption
model, proving abstract work conservation, bounding the maxi-
mum busy-window length and delay within a busy window, and
defining the search space [3]. This process will be similarly seen in
the following listed studies.
In another study, Sun and Lei formally verified a task scheduler
that selects the highest priority ready task for Embedded Operating
Systems (EOS) [8]. Here, the researchers verified the EOS task
scheduler at different abstraction levels under a unified framework.
They had three parts which are: defining the API specifications,
defining the functional specifications, and lastly, linking together
the aforementioned modules once verified.
Lastly, the formal verification of the OS Kernel seL4, which uses
a round-robin scheduler, was done through Isabelle by Klein et.al
[7]. According to the researchers, seL4 is the first-ever general-
purpose OS kernel that is fully formally verified for functional
correctness which will allow for the construction of more secure
and reliable systems on top. Verification process is done through dif-
ferent specification layers such as abstract specification, executable
specification, C implementation, and machine model which only
focuses on the cache and TLB. The researchers conclude that per-
formance does not have to be sacrificed for formal verification. In
addition, it was also concluded that "future application proofs can
rely on the formal kernel specification that seL4 has been proven
to implement". Isabelle and Coq have similarities and differences
with one another. Both Isabelle and Coq have automatic tactics for
proving or simplification of complex statements. They both as well
have approximately the same size of proof and both have a large set
of libraries. Isabelle is different to Coq in its expressiveness of un-
derlying logic. While Isabelle uses classical higher-order logic, Coq
uses intuitionistic logic [10]. In addition, the author Yushkovskiy
believes that Coq requires a deeper understanding of underlying
logic theory; however, both Isabelle and Coq would require unfamil-
iar users a lot of required additional learning in order to understand
the process of proving [10].

1.2 Significance
Computers with operating systems are used everywhere in the
world. The computer has integrated itself to be a necessity in all
aspects of the world. From day-to-day devices such as smartphones
to complex computer systems that manage transportation systems
[1], ensuring that these computers work as intended holds signif-
icant importance in maintaining the safety of those that rely on
them. One of the roles of a computer’s operating system is sched-
uling. There are different kinds of scheduling algorithms, such as
the First In, First Out algorithm, Shortest Job to Completion algo-
rithm, and the Round-robin algorithm, each with its own strengths,
weaknesses, and appropriateness of usage. [4]
This study aims to formally verify the round-robin algorithm through
Coq proof assistance. In doing so, the researchers will be able to
determine if the algorithm is sound and will be able to find any
errors, limitations, and bugs that exist in the algorithm.

If the round-robin algorithm is successfully formally verified, it is
ensured that operating systems that use the round-robin algorithm
use a sound scheduling algorithm, therefore ensuring that comput-
ers work as intended in that aspect. Additionally, future researchers
will be able to use this verification of the round-robin algorithm
to check the soundness of other algorithms that is based on the
round-robin algorithm. [5].
Further down the line, the formal verification of a round-robin
algorithm will provide a step in the right direction to formally
verify real-time systems. The round-robin algorithm, being the
simplest preemptive scheduling algorithm, has so many different
applications, uses, and algorithms based on it. Below is a study on a
round-robin based load balancing in Software Defined Networking
(SDN):

Results show that round-robin strategy is better than
random strategy because round-robin distributes the
load uniformly while random does not. [6]

The verification of the round-robin algorithm will allow for the
transition from the random strategy to the round-robin strategy to
be simpler. It would remove the need to ensure that the round-robin
algorithm is sound since it has already been verified through Coq
proof assistance.
Formal verification of a widely used algorithm, such as the round-
robin algorithm, ensures that programs and real-world systems that
use the algorithm will work and behave as intended which will
allow for assurance that computers used all around the world stay
safe and work as intended.

2 SCHEDULERS
In developing a proof for the algorithm, an accurate translation to
Coq is one of the primary priorities. There are many ways to achieve
an implementation that satisfies the definition of the scheduling
algorithm.
However, careful considerations should be kept in mind because of
how it will affect the complexity of proving the theorems. Repre-
sentations must also be chosen such that they satisfy the structural
requirements of Coq. Coq follows a functional paradigm, hence, mu-
table states and variables are not used. Recursive functions must also
be well-founded. Well-founded recursion generalizes both strong
induction and recursion.
In this paper, the behavior of an actual operating system scheduler
is simplified to achieve a bounded complexity in the theorems we
aim to prove. Nevertheless, these simplified models do not have
behaviors that we do not expect from a process task being scheduled
by an operating system. The tasks or processes all have unique
identifiers, some amount of burst time, and in the case of the Round-
robin Scheduler, a total burst time that is divisible by the time slice.
Further delimitations were applied to the scheduler. All processes
to be scheduled arrive at the same time at 𝑡 = 0, the burst times
of all the processes are equal, and the algorithm is offline. Offline
algorithms are given the whole problem data from the beginning.
Finally, the overhead for context-switching between two processes
is disregarded.
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2.1 Custom Scheduling
The custom scheduling algorithm, mysched, processes a list of task
priority numbers. It iterates through the priorities from left to right,
executing a task immediately if its priority is higher than the sum
of all remaining priorities to its right. Otherwise, it stores the task
in a FIFO queue for later execution. After examining all tasks, it
executes them in the order they were stored in the FIFO queue.

Algorithm 1 mysched Algorithm
1: procedure mysched(tasks)
2: 𝑛 ← length of 𝑡𝑎𝑠𝑘𝑠
3: 𝑞𝑢𝑒𝑢𝑒 ← empty queue
4: for 𝑖 ← 1 to 𝑛 do
5: if tasks[𝑖] > ∑𝑛

𝑗=𝑖+1 tasks[ 𝑗] then
6: execute task tasks[𝑖]
7: else
8: push tasks[𝑖] onto 𝑞𝑢𝑒𝑢𝑒
9: end if

10: end for
11: while 𝑞𝑢𝑒𝑢𝑒 is not empty do
12: execute task pop(𝑞𝑢𝑒𝑢𝑒)
13: end while
14: end procedure

2.1.1 Algorithm.

Figure 1: Custom Scheduler Sample Execution

Process ID Priority Number Arrival Time Burst Time
1 1 0 1
2 6 0 1
3 2 0 1
4 3 0 1

Table 1: Example Process Table

The mysched algorithm takes in as input a list of task priority
numbers seen in Table 1. The processes arrive at the same time.
However, the scheduler still has to determine which among the
processes to process first. Hence, we break ties by ordering them on
increasing process IDs. The scheduler then examines the list from
left to right. If it finds that the priority number of a task is strictly
greater than the sum of all the other priority numbers to the right,

the algorithm will immediately execute the task. Consider process
P2 in Table 1. It executed immediately since its priority number
6 > 2 + 3. It is the first process to execute since, for the other case,
the algorithm places the task in a First-in-First-Out(FIFO) queue
first. It then goes on to examine the next number in the list. Once
the list has been examined, the algorithm executes the FIFO queue.

2.1.2 Coq Translation.

Fixpoint mysched (l : list nat) : list nat :=
match l with
| [ ] => [ ]
| h::t => if ((sum t) <? h) then

h::(mysched t)↩→
else (mysched t) ++ [h]

end.

The mysched function operates on a list of natural numbers
(nat). When provided an empty list, it returns an empty list as
well. However, for a non-empty list 𝑙 , which has a head element
ℎ and a tail list 𝑡 , if the sum of the elements in 𝑡 is less than ℎ,
ℎ is placed at the beginning of the result obtained by recursively
applying mysched to 𝑡 . On the other hand, if the sum of elements
in 𝑡 is greater than or equal to ℎ, ℎ is appended at the end of the
result obtained by recursively applying mysched to 𝑡 .

2.1.3 Soundness Property. We define a theorem on the custom
scheduler soundness.

Theorem 2.1. For all input list 𝐿, the output of the algorithm are
permutations of the list 𝐿.

Theorem mysched_is_sound :
forall l, Permutation l (mysched l).

Proof.
intros. induction l.
- simpl. apply Permutation_refl.
- simpl. bdestruct (sum l <? a).

+ change (a::l) with ([a]++l).
change (a::mysched l) with

([a]++(mysched l)).↩→
apply Permutation_app_head. apply

IHl.↩→
+ change (a::l) with ([a]++l).

apply perm_trans with (l ++ [a]).
-- apply Permutation_app_comm.
-- apply Permutation_app_tail.
-- apply IHl.

Qed.

This theorem states that running mysched with a given input
list, its output list will be a rearrangement of the input list. The
algorithm does not add or remove any items on the list, for it only
changes the order of the input list. This theorem indicates that the
algorithm works correctly by ensuring that no items in the list are
added or removed since the output list is only a reordering of the
input list.

The Coq proof shows that the mysched function is sound by
showing that the function outputs the same list but rearranged. It
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proves this by looking at two cases: when the list 𝑙 is empty and
when it is not.

In the case that the list is empty, there is nothing to rearrange;
therefore, the rearrangement of the list is the same as the input.

When the list has elements, it checks if the sum of the remaining
elements is less than the first element. If it is, it sets the first element
as the first item in the output list, otherwise, it is placed at the end
of the output list.

The proof proceeds by breaking down the list into its constituents
and applying appropriate permutations to maintain the desired
ordering. This is achieved through various applications of permu-
tation properties, such as reflexivity, transitivity, and properties
of list concatenation, ultimately proving that mysched produces a
permutation of the input list.

2.1.4 Correctness Property. To aid with the proof for the cor-
rectness of the custom scheduler, we have a helper function that
gets the index of a task.

Fixpoint getindex (l : list nat) (v : nat) :

nat :=↩→

match l with
| [ ] => 0
| h::t => if (v =? h) then 0 else

1 + getindex t v
end.

The following is the Coq code for the proof of correctness to
demonstrate that the intended behavior of the algorithm is assured.

Theorem mysched_propone : forall a b l,
(b =? a = false) ->
(0 <=? getindex (mysched l) a = true) ->
(1 <=? getindex (mysched l) b = true) ->
(0 <=? getindex (mysched l++[b]) a = true)

->↩→
(1 <=? getindex (mysched l++[b]) b = true)

->↩→
(sum (b::l) <? a = true) ->
((getindex (mysched (a::b::l)) a <?

getindex (mysched (a::b::l)) b) =
true).

↩→
↩→

Proof.
intros. simpl. bdestruct (b + sum l <? a).
+ simpl. bdestruct (b =? a).

-- discriminate H.
-- bdestruct (sum l <? b).

++ simpl. bdestruct (b =? b).
--- bdestruct (a =? a).

+++ apply Nat.ltb_lt. lia.
+++ bdestruct (a =? b).
---- apply helper_one in

H9. destruct H9.↩→
reflexivity.

---- apply helper_one in

H9. destruct H9.↩→

reflexivity.
--- bdestruct (a =? a).

+++ apply Nat.ltb_lt. lia.
+++ bdestruct (a =? b).

---- apply Nat.ltb_lt.

lia.↩→
---- apply Nat.ltb_lt.

apply Nat.leb_le

in H0.↩→
apply Nat.leb_le

in H1.↩→
lia.

++ simpl. bdestruct (a =? a).
--- apply Nat.ltb_lt. lia.
--- apply Nat.leb_le in H2.

apply Nat.leb_le in H3.
lia.

+ simpl. bdestruct (sum l <? b).
-- apply Nat.leb_le in H4. simpl in H4.

apply helper_two in H4. destruct

H4. apply H5.↩→
-- apply Nat.leb_le in H4. simpl in H4.

apply helper_two in H4. destruct

H4. apply H5.↩→
Qed.

This theorem guarantees that when a new item task b is added
to an existing list of tasks, the mysched algorithm will make sure
that the priority ordering of task a and the newly added task b will
be maintained. If a has a higher priority than the new task b, it will
maintain that status in the list.

This theorem checks different scenarios to confirm this property.
It considers where tasks a and b are positioned in the output list
of mysched, their priorities relative to each other, and how they
compare to other tasks in the list.

The theorem mysched_propone is focused on proving that the
mysched algorithm maintains the correct order between tasks a
and b in the output list, even after adding task b to an existing
list of tasks. The proof examines various scenarios to ensure this
correctness:

(1) If the combined priority of task b and the tasks in the list is
lower than the priority of task a, then the proof makes sure
that a retains its priority over task b in the resulting list.

(2) If the combined priority of task b and the tasks in the list
is greater than the priority of task a, then the proof makes
sure that b gets priority over task a in the resulting list.

(3) Additional conditions are considered to handle cases where
tasks a and b have equal priority or are not present in the
list, ensuring the correctness of the algorithm under various
circumstances.

The proof relies on breaking down scenarios using boolean de-
composition and employing helper lemmas to address each case.
By doing so, it demonstrates that the mysched algorithm success-
fully preserves the relative ordering of tasks a and b based on their
priorities, therefore confirming the algorithm’s correctness even
after task b is added to the list.
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2.2 Round-Robin Scheduling
2.2.1 Algorithm.

Algorithm 2 Round-Robin
1: // Initialize variables
2: 𝑟𝑒𝑎𝑑𝑦_𝑞𝑢𝑒𝑢𝑒 ← Queue for processes ready to execute
3: 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐 ← None
4: 𝑞𝑢𝑎𝑛𝑡𝑢𝑚← 5
5: while 𝑟𝑒𝑎𝑑𝑦_𝑞𝑢𝑒𝑢𝑒 is not empty do
6: 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐 ← 𝑟𝑒𝑎𝑑𝑦_𝑞𝑢𝑒𝑢𝑒.𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ()
7: 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑡𝑖𝑚𝑒←min(𝑞𝑢𝑎𝑛𝑡𝑢𝑚, 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐.𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑏𝑢𝑟𝑠𝑡)
8: for t← 1 to 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑡𝑖𝑚𝑒 do
9: 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐.𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑏𝑢𝑟𝑠𝑡 ←
𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐.𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑏𝑢𝑟𝑠𝑡 − 1

10: if 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐.𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑏𝑢𝑟𝑠𝑡 = 0 then
11: // Process finished, no longer in the ready queue
12: break
13: end if
14: end for
15: if 𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐.𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔_𝑏𝑢𝑟𝑠𝑡 > 0 then
16: // Process not finished, enqueue back to the ready queue
17: 𝑟𝑒𝑎𝑑𝑦_𝑞𝑢𝑒𝑢𝑒.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑐𝑢𝑟𝑟_𝑝𝑟𝑜𝑐)
18: end if
19: end while
20: // All processes finished, algorithm ends

Figure 2: Round-robin Algorithm Execution Example

Process ID Arrival Time Burst Time
1 0 3
2 0 3
Table 2: Example Process Table

The Round-Robin scheduling algorithm assigns a fixed time unit,
known as quantum, to each process during which it can execute. If
a process does not complete within its quantum, it is temporarily
suspended, and the next process in the queue is given a chance to
execute. The suspended process is then placed at the end of the
ready queue to await its next turn. This process continues until all
processes have completed execution. The pseudo code shown in
Algorithm 2 shows a possible implementation of the Round-Robin
algorithm and will not necessarily be the exact specification used
for the Coq implementation.

We can see from Table 2 that the two processes—𝑃1 and 𝑃2—both
have the same burst times of 3 𝑚𝑠 and arrive at 0 𝑚𝑠 . It is also
evident that both processes alternately run for 1 𝑚𝑠 each in the
order 𝑃1 and 𝑃2, respectively until their burst times are satisfied.
Since they both have a burst time of 3𝑚𝑠 , it is expected that the
last process, 𝑃2, would end after 6𝑚𝑠 , which is the case.

2.2.2 Coq Translation.

Fixpoint rr (l1 : list nat) (l2 : list nat)

(n : nat) : list nat :=↩→
match n with
| O => []
| S n' => match l1, l2 with

| [], [] => []
| [], h::t => h::(rr [] t n')
| h::t, [] => h::(rr t [] n')
| a::b, c::d => a::c::(rr b d n')
end

end.

The fixpoint rr recursively implements an implementation of a
Round-robin algorithm. The fixpoint rr takes in two lists of the nat
type, takes the first element of each list, and concatenates them
into an output list of type nat.

2.2.3 Soundness Property. For the theorem on the algorithms
soundness, we will define two axioms that will assist in formulating
the proof.

axiom 1. If it is true that all id’s in list 𝑙1 is ID 𝑖 , then the length of
adding another job with id i to l1 is 1 + the length of previous joblist.

axiom 2. If it is true that all id’s in list 𝑙1 is id 𝑖 , then it is true as
well for the tail of the list.

We will need another axiom for the second argument of the
algorithm.

axiom 3. If it is true that all id’s in list 𝑙2 is ID 𝑖 , then the length of
adding another job with id i to 𝑙2 is 1 + the length of previous job list.

For the theorem on soundness, we have the following definition.

Theorem 2.2. For all lists 𝑙1, 𝑙2, and an element 𝑥 : If the length of
the result of a function rr applied to an empty list [], 𝑙2, and 𝑥 is 0,
and If the uniform function applied to l1 is true, Then the length of l1
is equal to the length of the result of the rr function applied to l1, l2,
and x.

Axiom firstaxiom: forall l1 l2 x a, uniform

l1 1 = true ->↩→
getlength (rr (a :: l1) l2 x) 1 = S

(getlength (rr (l1) l2 x) 1).↩→

Axiom secondaxiom: forall l a, uniform (a ::

l) 1 = true -> uniform (l) 1 = true.↩→

Theorem soundnessone : forall l1 l2 x,
0 = getlength (rr [] l2 x) 1
-> uniform l1 1 = true
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-> (length l1) = (getlength (rr l1 l2

x) 1).↩→
Proof.

intros. induction l1.
- simpl. apply H.
- simpl. rewrite firstaxiom. rewrite IHl1.

reflexivity.↩→
apply secondaxiom in H0. apply H0.
apply secondaxiom in H0. apply H0.

Qed.

Axiom thirdaxiom: forall l1 l2 x a, uniform

l2 2 = true ->↩→
getlength (rr l1 (a::l2) x) 2 = S

(getlength (rr (l1) l2 x) 2).↩→

Axiom fourthaxiom: forall l a, uniform (a ::

l) 2 = true -> uniform (l) 2 = true.↩→

Theorem soundnesstwo : forall l1 l2 x,
0 = getlength (rr l1 [] x) 2
-> uniform l2 2 = true
-> (length l2) = (getlength (rr l1 l2

x) 2).↩→
Proof.

intros. induction l2.
- simpl. apply H.
- simpl. rewrite thirdaxiom. rewrite IHl2.

reflexivity.↩→
apply fourthaxiom in H0. apply H0.
apply fourthaxiom in H0. apply H0.

Qed.

In the Coq code, we can see the use of Axioms within Coq’s proof
environment. Axioms are crucial since they allow users to express
mathematical ideas and theories that may not be fully captured
by the system’s built-in rules and definitions. However, it must
be noted that careful selection and reasoning about axioms are
essential to ensure that the formalized theories are both complete
and consistent.

The first axiom states that if all id’s in the list are 1, then adding
another job with id 1 in the list will result to its length being one
more than the length of the previous job list

The first Soundness theorem states that if all id’s in the list are
1, then applying the round-robin algorithm to the list will result in
a list where the number of jobs with id 1 is equal to the length of
the list.

We can observe that the third and fourth axioms and the second
Soundness theorem are counterparts for the second list input.

3 CONCLUSIONS
We have demonstrated the application of formal verification tech-
niques using Coq to ensure the correctness and soundness of a
custom scheduling algorithm, referred to as mysched, and of a
Round-Robin scheduling algorithm in a simpler case. By mathemat-
ically modeling these algorithms and proving their properties using

Coq, we have shown that formal methods can be effectively used
to ensure that scheduler implementations adhere to specifications
and function correctly based on how they were defined.

We have selected a subset of properties to be proven through the
formal verification process over a simplified model of schedulers.
We, nonetheless, have highlighted the importance of scheduling
algorithms in operating systems and the need for rigorous verifica-
tion methods to ensure their dependability. The formal verification
of these algorithms is crucial for ensuring the correctness and relia-
bility of operating systems, which are integral to various computer
systems and applications worldwide.

Moving forward, the study can be expanded to more general
cases. Some cases future researchers could consider would be vary-
ing the arrival time and total burst times of the processes. This,
however, entails increased complexity in creating the proofs. The
theorems demonstrated could also serve as a starting point for
proofs of the general case. The general case is desired since it mod-
els actual OS behavior.

The use of formal verification techniques, as demonstrated in
this study, will continue to play a vital role in ensuring the safety
and functionality of computer systems in various applications and
industries.
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ABSTRACT 

The review of quantitative studies of Gestalt principle of proximity 

modelling perceptual organization showed insufficient evidence of 

its consistency in different contexts. Most of the methods 

mentioned the use of eye tracking as a viable alternative approach 

to quantify perceptual organization through clustering of gaze 

movements, specifically fixations of participants. The domain in 

which these studies are conducted includes the perception of artistic 

paintings. Subjectivity of visual perception may be explained by 

the differences in participants’ gaze behaviors and art expertise. 

Based on their limitations, further research was seen to determine 

whether Gestalt grouping principles can neutralize subjectivity 

between experts and novices while viewing art. This study reveals 

novice and advance participant gaze clustering are likely equal, 

although having low adherence to the Gestalt grouping principle of 

proximity. 

KEYWORDS 

Gestalt theory, visual perception, eye tracking, abstract art 

1 INTRODUCTION 

Human beings have the innate capacity to generate groupings 

out of relevant structures from complex visual images without 

previous knowledge of its components [6]. This ability is known as 

perceptual organization. Perceptual organization occurs when 

disjoint objects are perceived as a single, unified whole [20]. Gestalt 

theory proposes that the perceptual process is wholistic and 

integrative, that human beings perceive wholes rather than the parts 

[3, 7, 14]. Max Wertheimer, one of Gestalt’s founders, discovered 

several Gestalt laws of perceptual grouping that come into play in 

the perceptual process including the principle of proximity [6, 14, 

21]. It was stated as the tendency of human beings to perceive 

closely grouped objects to be more related than distant objects. 

Because of the subjective nature of perception, there were 

criticisms to the consistency of Gestalt grouping principles in 

various contexts. First, demonstrations of Gestalt theorists used 

stimuli with low naturalness or ecological validity to represent real-

life objects [23]. Second, Gestaltists have not specified how 

perceptual organization can vary depending on differences, such as 

age, experience [11] and circumstance, among individuals. In the 

context of art appreciation, varying levels of art expertise between 

novice and expert can have an impact on the way the work is 

perceived [17, 19]. Experts tend to have a greater capability to detect 

patterns than novices [12]. For them, experience had strong 

significance in shaping human perceptual development concerning 

a cognitive aspect in perception [15, 18, 23]. Yet, Gestaltists denied 

the existence of the influence of past experiences and cognition in 

all perceptual experiences [9, 11]. 

Understanding how humans make use of vision to acquire 

specific information from an environment with visual noise is one 

of the difficulties cognitive sciences tries to solve [5, 8, 22]. In fact, 

questions regarding how the brain processes visual information [10] 

and how these are organized to make representations of faces, 

objects, and art [4] remains unanswered [23]. Although several 

theories of perception such as Gestalt theory [16] have been used to 

explain perceptual organization, these still lack quantitative models 

that are needed in various fields such as computer vision [1, 13]. 

Unless there are quantitative approaches to perceptual grouping, the 

challenge for computer vision research to efficiently understand 

features in the real world remains without finding how important 

visual information is organized.  

One possible means of building these quantitative models is 

using eye tracking data. Pedreira and Quiroga’s eye tracking study, 

How Do We See Art, attempts to bridge science and arts by 

quantifying how subjects view paintings [4]. This paper follows up 

on Pedreira and Quiroga’s findings by analyzing subjects’ gaze 

movement variability to determine the effect of their level of 

expertise in art on their gaze behaviors when viewing abstract art. 

Specifically, the paper uses Gestalt grouping principles to find 

whether these principles promote uniformity in visual perception 

and perceptual organization based on the compliance of subjects’ 

gaze behaviors. In section 2, related work is described. The paper 

provides conclusion and future work in section 6. 

2 RELATED WORK 

2.1  Eye Tracking and Gestalt Principle of 

Proximity 

An alternative method to quantify visual perception is through 

eye-tracking. In a bottom-up approach, eye gaze data can be used 

to validate the effects of the principle of proximity. Gaze 

movements identify informative details of a stimuli [27, 26] that 

report cognitive factors such as areas of interest relating to their 
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attention. Thus, gaze movements can provide a general analysis of 

hypotheses and can evaluate the variability of individual gaze 

behaviors [28].  

Alfred Yarbus states how human thought processes can be 

observed through their gaze behaviors from their perception of 

complex objects [28]. According to Yarbus, gaze movements 

accompany attention fixation (on stationary object’s elements) 

[28]. These gaze movements may be in the form of voluntary or 

involuntary saccades measuring from a duration of at least 0.01 to 

0.07 seconds depending on its amplitude of approximately 20 

rotational degrees [29, 28]. These series of saccades change into 

different areas of fixation of the perceptual field to a feature 

element of perception [28]. Thus, fixation points derived from 

saccades can possibly present feature elements perceived as 

clusters or regions of interest as proposed by Gestaltists.  

More recent studies specified a definite real-life context by 

viewing a more natural stimulus such as abstract and 

representational paintings. These studies used eye tracking as 

inputs to computational models clustering eye gaze data into 

regions of high interest or attention which may indicate a subject’s 

compliance to basic image concepts and Gestalt grouping 

principles. Khushnood Naqshbandi et. al. studied application of 

automatic clustering models for eye gaze data [30]. These 

clustering algorithms operate similar, if not equal to, the principle 

of proximity. They used k-means and a density-based clustering 

algorithm, OPTICS, to cluster gaze points from a static stimulus 

before their classification. Although both performed well, their 

application of OPTICS gave higher success rates compared to k-

means with proper hyperparameters [30]. The study used Seeing 

Machines FaceLAB 5 infrared cameras as gaze sensors, performed 

calibration and used three paintings as their stimuli [30]. 

2.2   Applications of Eye Tracking and Gestalt 

Theory on the Principle of Abstract Art 

A domain in which methods quantifying perceptual 

organization can be tested is by studying how humans perceive art. 

Art history has had research on gaze movements since the sixth 

century [29]. In fact, psychological research on visual perception 

used gaze data based on artistic paintings as stimuli. The first eye 

tracking experiment was done by Guy Buswell in 1935 where he 

recorded eye tracking data from 200 individuals who viewed 

different paintings, drawings, and other works of art [29]. Even so, 

his results were not able to derive conclusions solely related to 

aesthetic sciences and psychology [29]. 

Raphael Rosenberg and Christoph Klein expressed similar 

findings from Buswell. Their conclusions emphasized a high regard 

for variation between individuals, especially between experts and 

novices [15]. Another eye tracking study by Carlos Pedreira and 

Rodrigo Quiran Quiroga attempts a more in-depth analysis of 

variations of participants’ gaze movements by observing their 

compliance to art principles while viewing art [4]. Their findings 

show that participants’ gaze behaviors behaved similarly while 

viewing the original version of Composition II in red, blue, and 

yellow and had varying gaze behaviors when viewing its modified 

version [4]. Pedreira and Quiroga’s discussion concludes basic 

uniformity in their participants’ gaze behaviors [4]. However, 

participants’ prior knowledge of the artwork generated large 

variability in their results [4]. 

The high level of subjectivity observed in the method applied 

by the preceding studies may be explained by studying the function 

of art as discussed by Patrick Cavanaugh. According to Cavanaugh, 

the creation of art by artists makes the artist a practitioner of physics 

by representing real world elements into his or her artwork [31]. 

Like the function of the visual brain, the function of art allows us 

to search for “essential and enduring features of objects, surfaces, 

faces, situations, and so on, which allows us to acquire knowledge” 

[8]. To facilitate this acquisition of knowledge, artists allow the 

beholder of their art to view their creation from their own 

perspective through different techniques like abstraction. 

Rudolf Arnheim discusses the concept of perceptual abstraction 

in art in his works [8]. According to Arnheim, children manifest 

abstraction in perception as a basic operation [33, 32]. To illustrate, 

he takes note of how children represent human faces as circles [32]. 

The use of this type of representation (of children) denotes an 

abstraction of the face as a round object. 

Definitions of perceptual abstraction and current studies on 

abstract art generate questions of opposition. Do gaze movements 

(in a specific context such as abstract art) present uniformity based 

on principles at a minimum as demonstrated by Pedreira and 

Quiroga? Or do these present subjectivities between differences of 

individuals, especially experts and novices? Current work on 

Gestalt perceptual organization and eye tracking does not account 

for all contexts. Specifically, further research is needed to 

determine whether Gestalt accounts for all levels of expertise. 

3 METHODS 

3.1 Structure of the Study 

In this study, the research design uses a triangulation research 

design model to analyze qualitative and quantitative data: pre-test 

questionnaire, post-test interview and eye-tracking data. The pre-

test questionnaire is used to evaluate participants’ art expertise and 

background, and to classify participants to novices and experts. An 

eye tracking experiment is conducted for both novice and expert 

groups to gather quantitative data on their gaze behavior while 

viewing digital abstract art. The post-test interview serves to 

validate quantitative comparison of novice and expert gaze 

behaviors including their fixation data and scanpath patterns, and to 

enhance comprehensive evaluation of the effects of proximity in 

their gaze behaviors. With this method, the chosen model shall 

answer the research questions: “how can Gestalt grouping principle 

of proximity be quantified in the context of abstract art?”, and “to 

what extent does the level of expertise in art affect the Gestalt 

grouping principle of proximity when viewing abstract art?”. 

Before the actual testing, a pre-test is conducted to determine 

modifications in the materials used in the study. During the pre-test, 

the research protocol is performed as designed. Data gathered in the 

pre-test is used to test instruments and procedures and is not 

included in the final dataset. Finally, the research protocol is 
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executed for actual testing based on modifications in the instruments 

and procedures based on the test data. 

3.2 Selection of Stimuli 

To select the appropriate set of non-representational abstract 

art, two classically or formally trained art studies experts proficient 

in art criticism are consulted. First, one expert is asked to aid in the 

selection of the stimuli based on two criteria. The abstract art print 

must exhibit both Gestalt proximity effects and art composition 

relationships which can also be analyzed by experts using any other 

formal criteria they may have while viewing art. To reduce bias in 

artistic styles, prints are chosen from varying artists but not limited 

to a specific period. Lastly, the second consultant shall verify and 

review the validity of the selected prints based on the criteria 

mentioned. Only six prints from the master list must be selected as 

part of the shortlist of the stimuli for the experiment. To guide, a 

formal document is provided to each consultant including the 

objectives of the study, the instructions for the selection of prints, 

and an informed consent form. 

 

 
Figure 1: Sample art print “Untitled/5” by Antonio Lorenzo 

 

To be able to determine areas of interest (AOI), consultants are 

asked to mark their expected clustered regions on each stimulus 

based on their evaluation of the abstract art prints. These shall be the 

bases to computationally determine groupings based on the 

principle of proximity. To do this, digital versions of the stimuli are 

resized to fit the dimensions of the screen. Each stimulus is assessed 

using a K-Means image clustering technique. Clusters formed from 

the algorithm are adjusted based on the validation of the consultants 

against their expected clustered regions. 

3.3 Eye Tracking Experiment 

The eye tracking study is performed remotely through Zoom 

Conferencing Tool as compromise to the situation caused by the 

2019 N-Coronavirus. The room and environment of the remote 

participants must be well-lit, enclosed, and silent for the duration of 

the experiment. For this study, different integrated and standalone 

non-infrared webcams with varying resolution qualities are used 

under RealEye Eye Tracking Software to provide a higher accuracy 

rate regarding webcam differences. Each webcam must have at least 

640 x 480 resolution (low-image granularity) at 720p and 30 FPS to 

meet the minimum requirements of RealEye. The eye tracking 

solution also requires running in Google Chrome web browser. This 

solution gathers data online and can be retrieved or exported by the 

researcher. Exported data includes raw gaze data, fixation duration, 

coordinates, and summaries of fixation data per stimulus. 

 

Table 1: Participant Count per Educational Degree 

Participant Degree Count 

Information Design, Art Management 8 

Information Systems, Computer Science 4 

Management, Economics 3 

Legal, Political Science 4 

Illustrator 1 

 

20 participants composed of university graduates and college 

undergraduate students are asked to participate as volunteers for the 

study. Participants of the study were selected through convenience 

sampling and are male and female and are from 18 to 32 years old, 

with excellent visual acuity and good contrast sensitivity. 

Participants are asked to read and sign the informed consent form 

containing the purpose of the study, a description of the experiment 

and the rights of the participants to serve as a formal document of 

the communication between the researchers and the participants. 

Participants who agree to carry on with the experiment are 

asked to answer a pre-test questionnaire which includes: 

• Participant Demographic: Age, Sex, and Course 

• Visual Acuity 

• Background in Art Principles or Formal Education 

• Background in Contemporary and Abstract Art Works 

 

To protect their privacy, each participant was identified only 

based on their control number in the questionnaire. The 

questionnaire is adjusted specific to the academic expectations of a 

consultant art appreciation instructor in the university to evaluate art 

expertise of the participant. Aside from formal art background, 

participants’ knowledge in artistic principles and elements are 

further evaluated based on 12 multiple choice questions which 

consists of basic principles, and elements of art and design: 

Principles of Design (2), Principles of Art (5), Elements of Art (5). 

Additionally, participants are asked to provide a self-assessment of 

their perceived expertise and appreciation in art based on a Likert 

scale with weighted scores of 1 (Strongly disagree) to 5 (Strongly 

agree). Participants who correctly answered at least 10 out of 12 

multiple choice questions and have scored at least a mean score of 

4.0 in their self-assessment are considered as “experts”. Both criteria 

must be met to be considered as an expert. Participants who scored 

otherwise are considered as “novices”. 

Each participant is informed of a free viewing of six abstract 

art in succession and has exactly 30 seconds viewing time per 

stimulus. For every participant, the viewing sequence of stimuli is 

randomized and is asynchronous. Once all art prints have been 

shown, participants are interviewed. The interview includes an 

evaluation of the participant’s familiarity of each abstract art shown, 

perceived aesthetic qualities of the art, perceived prominent areas of 
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the art and their viewing criteria for each print. Participants are 

provided digital copies of the abstract art shown for their annotations 

during the demonstration. Furthermore, participants are asked 

regarding observance of the presence of Gestalt principle of 

proximity. Specifically, they are asked whether they were able to 

distinguish grouped components in each art print. 

3.4 Scanpath Pairwise Distance Analyses 

Participants’ scanpath were compared against participants 

within each sample group and against each sample group to 

measure effects of art expertise using Eyenalysis. First, the 

denoised raw gazes eye tracking data from RealEye was 

transformed to retrieve the scanpath for each participant per art 

print viewed. The transformed data was a dataset consisting of a 

dictionary where each dictionary entry is a single named scanpath. 

A scanpath consists of a list of points. A point consists of a list of 

coordinates. This scanpath data was grouped per art print for 

analysis, and this was categorized based on participant sample 

group. 

The transformed data was derived to determine the pairwise 

distance between the raw gazes of all participants against other 

participants. Specifically, the pairwise distances were calculated 

using the cross-compare function of the Eyenalysis Python Library 

to validate the statistical significance of intra and inter sample group 

scanpath similarities with respect to measuring the effects of art 

expertise. Eyenalysis is a modified Mannan linear distance method 

which compares fixation positions based on spatiotemporal 

similarity [24]. Since the original Mannan linear distance only maps 

each coordinate of a scanpath set to its nearest neighbor from 

another scanpath set without considering fixation order or sequence 

[24], Eyenalysis uses timestamp of each coordinate to measure 

similarity between sequences of fixation positions without 

considering the pre-defined areas of interest [24]. Similarity of 

scanpath is measured based on their distance measure. A scanpath 

with a distance measure D of 100 pixels are considered similar as 

proposed by the author of the algorithm, Sebastiaan Mathot [25]. 

The distance measure is given by the equation function [26]: 

    
where d is the distance calculated for each point in scanpath S 

and T. To determine variance within participant categories, 

participants’ scanpath of each group are compared. Each 

participant’s scanpath is compared against the scanpath of all 

participants within their group using Eyenalysis.  

For both participant groups, standard deviation SD is computed 

using ANOVA for all stimuli to determine the spread of the 

distribution between scanpath within groups.  

The pairwise distances of the sample groups were compared 

against each other using Welch’s t-Test per art print to confirm there 

is no statistical significant difference between the gaze behavior of 

non-art participants and participants with formal background in art. 

Specifically, the test was used to determine the mean statistical 

difference of the gaze behavior of the sample groups in relation to 

the standard error of their mean using their gaze scan path pairwise 

distances, wherein the standard error of the mean demonstrates how 

far the sample mean of the data was likely to be within the true 

population mean. Welch’s t-Test was determined to be the statistical 

test used due to unequal variances of the samples. The Brown-

Forsythe test was used for validation for each art print t-Test result. 

3.5 Implementation of Intersection Over Union 

of Convex Polygons of Gaze Clustering 

Participant gaze clustering results were analyzed to measure 

the effect of the Gestalt grouping principle of proximity and to 

validate results of the scan path distance analysis. Density-based 

clustering algorithms, DBSCAN and OPTICS, were used to 

identify high-density regions of arbitrary shapes. Each participant 

gaze clustering was compared. Common clustering comparison 

methods, such as Adjusted Rand Indexing and Adjusted Mutual 

Information, Silhouette Coefficient, were identified as not suitable 

due to varying sample sizes of gaze points from each participant. 

Hence, the intersection over the union (IoU) of the convex 

polygons of the gaze cluster results were calculated to compare 

clustering results of each participant against each other. The results 

confirmed observations from the scan path pairwise distance 

analysis. 

DBSCAN and OPTICS clustering models were used to analyze 

the gaze clustering of participant gazes to measure the effects of 

proximity using Scikit Learn machine learning libraries. The 

OPTICS model used the Minkowski distance metric wherein its 

parameters included minimum of 6 neighbor gaze points to define 

a core point and with minimum size of 0.5 gaze points to define a 

cluster. This was also tested using the DBSCAN cluster method, 

and compared against the initial Xi cluster method, with maximum 

distance between gaze points of 1.0 and 2.0 epsilon cuts performed 

separately. The epsilon cuts of the DBSCAN cluster method were 

defined through the K Nearest Neighbors (KNN) elbow method. 

OPTICS was finally used based on its performance and as it was 

relatively insensitive to parameter settings and can automatically 

adjust epsilon cuts with eps = infinity. 

4.4.1 Implementation of Intersection over Union of Convex 

Polygons of Gaze Clustering. IoU scores were calculated for all 

possible comparisons of each participant within and outside their 

sample groups for each art print. Where IoU is calculated by the 

formula: 

 

Area(Q1 ∪ Q2) = Area(Q1) ∪ Area(Q2) - Area(Q1 ∩ Q2) 

IoU = Area(Q1 ∩ Q2) / Area(Q1 ∪ Q2) 

 

where Q1 is the gaze clustering set of the first participant and Q2 is 

the gaze clustering set of the second participants. IoU scores of 1 

predicts that convex polygons exactly match, and scores of 0 

predicts that convex polygons do not. IoU scores are interpreted as: 

 

IoU > 0.5 is "decent" 

IoU > 0.7 is "good" 

IoU > 0.9 is "almost perfect" 

IoU = 1 is "equal" 
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Figure 2: Formation of Convex Hull from Gaze Clusters 

 

To obtain the IoU scores, convex polygons or convex hulls of 

the OPTICS gaze clusters were calculated using the SciPy Spatial 

Convex Hull Python Library. The library provides the vertices and 

the simplices in or to define the bounding box of the convex hull. 

This also provided the areas and volume of the convex polygons 

obtained for each cluster. 

The IoU was calculated for each convex hull in a participant 

scan path against all convex hull of the second participant scan path 

to find its most similar cluster, since cluster count for each scan 

path varied. The IoU of the two most similar clusters from the first 

and second scan path was achieved by calculating the largest IoU 

score iteratively for each defined hull of the participants. 

The average IoU scores of each participant were measured to 

achieve the average IoU score of the intra-group and inter-group 

comparisons to compare intra and inter group scores as the sample 

sizes of each group are unequal. 

4 RESULTS 

4.2 Pre-test Results 

The revised research protocol was executed for the final 

study. The assessment test results are outlined below. 

 
Figure 3: Participant Artistic Knowledge Assessment Average 

Scores 

 

4.2.1 Assessment Test Section 1. Participants with formal 

educational background in arts or are currently art professionals had 

test scores greater than or equal to 67%. Overall, the art participant 

sample group attained an average of 82% test score. 

Participants who had no formal background in arts obtained an 

average of 55% with the lowest test score of 33%.  Only three out 

of eleven participants achieved test scores of 67% or above, 

however these participants failed to pass Section 2. To further 

validate, Section 2 results were analyzed to verify results of the first 

assessment test and to confirm the relationship between the sample 

groups. 

4.2.2 Assessment Test Section 2. To demonstrate, the diverging 

stacked bar charts below illustrate the level of agreement of 

participants per their sampling categories. 

 

 
 

Figure 4: Level of Agreement of Novice Art Participants 

 

Figure 4 shows lower perceived artistic familiarity, aesthetic 

appreciation, and fundamental knowledge on visual arts of 

participants with no formal background in arts. Although, nine out 

of eleven participants in the group agreed to have interest in 

viewing pieces of art. Similarly, the median for the group had a 

good perceived aesthetic appreciation. 

 

 
 

Figure 5: Level of Agreement of Advanced Art Participants 
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Figure 5 shows higher perceived fundamental knowledge, 

aesthetic appreciation, and interest in arts of participants with 

formal education and profession in visual arts. However, 25-50% 

of these participants had neutral agreement on statements regarding 

their knowledge of basic art principles and elements of 

composition. 

 

 
Figure 6: Participant Knowledge Assessment Pair Plot 

 

Correlation analysis between participant category or sample 

group and their assessment tests showed novice participants with 

lower perceived artistic knowledge with respect to their section 1 

assessment tests scores compared to participants with formal 

background in arts. Figure 6 shows symmetric unimodal 

distribution of participants with no background in arts and have 

relatively lower scores in section 1 of the assessment test compared 

to participants with formal background in arts. 

To further analyze the difference between the groups’ 

perceived interest and knowledge in visual arts, a Mann-Whitney 

U Test (MWU) was executed using the mean scores of each 

participant per group. This is to determine the difference between 

the participant groups regardless of direction with the null 

hypothesis stating no significant difference between the groups. 

Samples from both groups were combined with respect to their art 

background. The derived U Value from the test was 2 with a critical 

value of U 23 at the significance level of p < 0.05. The calculated 

z-score was -3.57076 at p = 0.00036. Given these, the result showed 

significant difference between advanced and novice groups at two-

tailed significance level of p < 0.05. Hence, the sampling grouping 

of the participants was maintained after the assessment test as 

categorization for the eye tracking experiment results analysis with 

respect to Section 1 results. This was the final participant grouping 

used for the analysis of aggregated eye gaze data in the succeeding 

sections. 

4.2.3 Eye Tracking Experiment Results. Several eye-tracking 

test data were exported from RealEye Dashboard – Gazes, 

Fixations, AOI-based exports, Facial Coding and Survey Results. 

Among three (3) gaze data exports, Denoised Raw Gazes export 

was used to ensure no additional interpolation of gazes within 50ms 

to 60Hz were applied to the dataset. The raw gaze data established 

recording of raw gazes every 30ms. 

Exploratory data analysis was performed to validate the 

integrity of the exported data. 20 tests were completed overall for 

six stimuli, with 30 seconds viewing time (+/- 0.1 seconds) each. 

To validate the quality of each test, the test quality grades were 

studied for each tester and stimulus viewed. Stimulus results with 

less than a grade of 3 or “Good” were not included in the 

succeeding sections of the study to ensure quality of the eye 

tracking data analysis. 

4.3 Scanpath Pairwise Analyses 

The calculated pairwise distances for each sample group were 

analyzed per art print viewed. There are 45 pairwise distances for 

participants with no formal background in art with an average 

distance score of 0.47 pixels with standard deviation of 0.26, and 

only 28 pairwise distances for participants with formal background 

in part with an average distance score of 0.42 pixels and standard 

deviation of 0.11. The intra group scanpath distance analysis using 

Eyenalysis presents similarity of scanpath through relatively 

shorter pairwise distances for participants with formal background 

in art. 

 

Table 2: Welch's' t-Test and Brown-Forsythe Test Results 

Matrix 

 

item_id t p tTest W p BF DOF 

1 3.08 0.0031 7.78 0.0068 65.11 

2 2.80 0.0084 12.37 0.0008 33.71 

3 2.14 0.0359 3.40 0.0692 66.42 

4 0.27 0.7903 0.002 0.9620 63.69 

5 0.49 0.6228 3.72 0.5774 70.99 

6 1.26 0.2115 6.85 0.0108 64.63 

 

The overall analysis showed there was a statistically significant 

difference between the pairwise distances of non-art participants 

and participants with formal background in art (N=153), for art 

print 1 and 2 only with at least t = 2.54, p ≤ .05. This conformed 

with the initial IoU scores of the sample groups. 

4.4 Measuring Effects of the Principle of 

Proximity 

The researchers studied the average IoU scores for each art 

print to validate the sensitivity of the effects of the proximity 

principle with respect to the participants’ eye tracking behavior 

segments which exhibits higher visual perceptual activity and lower 

cognitive processes. The effects of proximity were measured 

against different scanpath lengths from its maximum duration of 30 

seconds.  
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Figure 7: IoU Average Score Matrix over Time 

 

The maximum average IoU scores of the participant groups 

were no more than 0.35 and did not meet a “decent” similarity 

score. Despite the low similarity score, the average IoU scores for 

each art print were higher in earlier time marks and showed a 

downward trend within the duration of 30 seconds. Although, the 

average IoU scores oscillated and did not show a consistent decline. 

There was also no significant difference between the average IoU 

scores when compared against the same and opposite sample 

groups. The average IoU score of participants with formal 

background in art were neither consistently better nor worse than 

participants with no formal background in art.  

The average IoU scores of the controlled dataset based on the 

expected gaze clustering, defined with the consultant art expert, 

were also computed against the participant groups gaze clustering. 

The average IoU scores of “Novice to Control” and “Advanced to 

Control” were both lower than the average IoU scores of the sample 

groups and did not meet a “decent” similarity score. Like the 

comparison of average IoU scores of sample groups, the average 

IoU scores, when compared against the controlled dataset, were 

higher in the earlier time marks and showed a downward trend 

within the duration of 30 seconds. There was least oscillation 

observed when comparing against the average IoU scores with the 

controlled data set. 

To quantify whether there exists a statistically significant 

difference between the mean values of the participant IoU scores 

per art print, a one-way ANOVA test was conducted. All art print 

items had an ANOVA test with p value < 0.05 except for art print 

item 5. This confirmed there was no significant difference of IoU 

scores of the sample groups. This presented both sample groups 

performed comparably when measured against the control gaze 

clustering with low similarity scores. This confirmed non-

adherence of the sample groups to the Gestalt grouping principle of 

proximity.  

The tests also presented significant differences when 

comparing the IoU scores of participants in the within their sample 

groups and IoU scores of participants in different sample groups 

with their performance against the control. This suggests clustering 

performance measured between the same and opposite sample 

groups are better than when measuring the sample groups’ 

performances against the control. 

5 CONCLUSION AND FUTURE WORKS 

As discussed in Gestalt principles of visual perception, all 

humans can group similar elements through visual cues such as 

similarity, closure, and proximity. Criticisms of the Gestalt theory 

commonly discuss its potential lack of empirical research and focus 

on phenomenological methods [1, 13]. The result of this research 

helps in finding the differences of the effects of Gestalt Theory in 

specific cases and demographics especially in the field of arts. 

Given the level of subjectivity of visual perception in abstract art, 

this study can aid to confirm and provide a new direction to what is 

currently discussed in Gestalt research. This study has provided 

empirical evidence to show the presence of the Gestalt principle of 

proximity when viewing specific abstract arts, especially for non-

art participants compared to participants with formal background 

in art. 

The study leveraged gaze clustering analysis to measure the 

effects of the Gestalt principle of proximity between participants 

with advance or formal art, and novice or non-art backgrounds. 

Specifically, the gaze clustering algorithm explored was OPTICS 

to analyze the effects of proximity to participant gazes. Due to the 

variance in gaze point counts to measure gaze clustering similarity, 

convex hulls were calculated from the OPTICS clusters. The 

Intersection over Union (IoU) scores of the participants’ gaze 

convex hulls and the expected clusters’ convex hulls were studied 

to measure adherence to the Gestalt principle of proximity. To 

further confirm, scanpath pairwise distance analysis was performed 

to measure the similarity of scanpaths and validate the effects of 

participant art expertise. 

Both novice and advance participant gaze clustering had low 

similarity scores against the expected gaze clusters. However, both 

novice and advanced similarity scores present likely equal 

performance to their adherence to the effects of the Gestalt 

Principle of Proximity. With respect to the effects of expertise, 

within group variances show likely equal similarity scores. The 

post-test interview indicated comparable perceived objects and 

observed clustering of the participants, especially for art print item 

3, which yielded potential correlation to the similarity of the gaze 

clustering performance of the sample groups. Overall, the results 

presented limited effects of expertise when viewing abstract art but 

had low adherence to the Gestalt principle of proximity. 
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Through the proposed gaze clustering analysis methodology, 

the study invites further quantitative research on the effects of 

Gestalt principle of proximity in visual perception in arts and across 

various fields. Further investigation is needed to validate two 

potential directions of research: (1) considering use of non-abstract 

or non-art stimuli to measure the effects of the Gestalt principle of 

proximity and level of expertise in a domain relative to the chosen 

stimuli, and (2) evaluating alternative clustering algorithms to 

measure the effects of Gestalt principle of proximity. The findings 

in this study were specific in the domain of abstract art and limited 

to remote facilitation of eye tracking experiment brought by the 

effects of the COVID 19 pandemic. More accurate eye tracking 

instruments and validation through use of other abstract art as 

stimuli would be recommended to refine the findings of the study.  
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